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Rate Adaptation by Electrogram and Intracardiac Impedance

Clark Hochgraf

This chapter discusses methods of using electrogram XE  "electrogram"  (EGM) and intracardiac impedance XE  "intracardiac impedance"  signals to determine the optimal paced heart rate. When the body desires to increase cardiac output, it will signal an increase in the heart rate and the contractility of the heart. In a chronotropically insufficient heart, the natural heart rate will not increase, but there will be an increase in the contractility of the heart. Changes will occur in the EGM and intracardiac impedance and these changes can be processed by an algorithm to produce a paced heart rate that meets physiological demand for cardiac output. 


A pacemaker that takes its cues from the body’s cardiac control system pacemaker acts as part of the closed loop control system for cardiac output. A heart rate determined in this fashion allows increased tolerance for exercise, better regulation of blood pressure and reduced stress on the heart, and will best meet a patient’s changing physiological needs.


Algorithms for processing the measured EGM and intracardiac impedance attempt to detect the sympathetic tone of the heart. The algorithms must avoid producing the wrong heart rate as a result of changes in the EGM and impedance due to factors other than the sympathetic tone. Circuits for measuring the signals are described and the rate adaptation algorithms examined for their ability to detect sympathetic tone and avoid false indications. Information about clinical studies of the performance of various algorithms is included.

16.1  Benefits of using intracardiac signals for rate adaptation

A rate-adaptive pacemaker that is sensitive to metabolic demand increases the paced heart rate if a rise in sympathetic nerve activity is detected. The rate is maintained until the demands of the sympathetic nervous system are met. The rate–responsive algorithm tries to provide a heart rate which corresponds in a normal fashion to the level of sympathetic activity. By having the pacemaker detect and use sympathetic activity to set the heart rate, the pacemaker is using the body’s own control system in determining the physiologically correct heart rate. In comparison, rate-adaptation schemes which are based on noncardiac signals such as motion and acceleration have a disadvantage in that they ignore the body’s own cardiac control signals and their response to metabolic demand for cardiac output often is not appropriate.


The sympathetic tone responds to many factors that influence the heart rate such as workload and emotional stress. In comparison, activity-based rate adaptation schemes can only estimate the workload and cannot adapt for emotional demands. The ability to respond to emotional and mental stress is a feature of the methods based on cardiac signals. Impedance–based measurement of stroke volume and ejection fraction may have additional utility in the detection of tachycardia. The sensors for EGM and impedance signals are simple and robust.


Of the many signals that may be used for rate adaptation, intracardiac signals have certain advantages. The signals are often obtainable using a standard or  slightly modified pacing lead. As such, they do not need additional sensor leads or complex sensors such as required for detecting blood pressure or blood oxygen levels. Rate algorithms based on the EGM require no additional sensor energy. Rate algorithms based on impedance do require additional sensor energy. Both the impedance and the EGM signals contain information about the state of the heart’s natural control system—the autonomic nervous system.


Derived parameters such as the Q–T interval, stroke volume, ejection fraction and others give indirect information about the sympathetic tone of the heart. In a normal heart, an increase in activity in the sympathetic nervous system would cause an increase in the heart rate. In the damaged, chronotropically insufficient heart, the normal mechanisms for changing the heart rate are not fully functional. However, the effect of sympathetic activity can still be observed in the heart’s operation through other indications such as contractility. 


The impedance-sensing scheme can use unipolar, bipolar or multipolar electrode configurations. Processing of the EGM and impedance signals is easily performed. One disadvantage of using cardiac signals such as the Q–T interval is that there is a large patient-to-patient variability in the relationship of the ideal rate to the detected signal. Thus to achieve a good rate response, the pacemaker must be trained during an exercise regime wherein the heart is taken through its paces, so to speak. For a patient with poor cardiovascular health, it may be risky or simply not feasible to perform the exercise training required.

16.2  Sympathetic tone XE  "Sympathetic tone" 
The goal of a rate-adaptive artificial pacemaker is generate a heart rate which corresponds well to the physiological demand for cardiac output. This section will describe the reasoning behind utilizing the sympathetic tone to regulate the heart rate. Later sections of this chapter will show the different means used in measuring the sympathetic tone.

16.2.1 The control system of the heart

To understand the relationship between sympathetic tone and the normal sinus rate, a simplified control system model of the heart is used. Schaldach (1992) describes a control system model of the cardiovascular system, with particular focus on the heart’s regulatory role. Figure 16.1 shows the influence of the sympathetic and parasympathetic tone on the heart rate. Parasympathetic nerve activity decreases the heart rate via the SA node and AV node. Sympathetic nerve activity increases the heart rate via the SA and AV nodes as well as affecting the heart muscle itself. Sympathetic nerve stimulation affects the heart muscle by causing an increase in  the contractility of the heart, resulting in an increase in the stroke volume. Stroke volume is the volume of blood ejected from the heart in each beat. 
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Figure 16.1  Schematic diagram of the heart’s control system. The role of the sympathetic and parasympathetic nerves on the heart rate is shown. An increase in sympathetic tone causes an increase in the heart rate. The sympathetic tone also increases the contractility of the heart and thus increases the stroke volume. The variable which is being regulated in the healthy heart is the mean arterial blood pressure. Even with a damaged sinus node, the sympathetic tone can be observed through its effect on the contractility of the heart. From Schaldach, M. M. 1992. Electrotherapy of the heart. Berlin: Springer–Verlag.


The heart rate multiplied by the stroke volume determines the cardiac output XE  "cardiac output" —the total volumetric blood flow through the heart in liters per minute. The blood pumped by the heart passes through the vascular system, encountering the flow resistance of the arteries and veins. The flow of blood requires a certain blood pressure in the vascular system. The Mean Arterial Blood Pressure XE  "Mean Arterial Blood Pressure"  (MABP) is the central variable controlled by the regulatory system of the heart. While heart rate, cardiac output and vascular resistance can vary greatly with workload, the MABP remains relatively constant. 


The regulatory system gets information from the baroreceptors, which are sensors that detect the blood pressure and relay this information to the nervous system. The nervous system responds to the MABP as well as influences from higher effects (stress, emotions, etc.) in controlling the cardiac output. As indicated in Figure 16.1, the heart rate is set by two opposing influences, the parasympathetic and sympathetic nerves. A normally functioning sinus node receives both influences and uses both to determine the heart rate. 


When the sinus node is damaged, the heart rate must be determined by some other means. If an ideal artificial rate-adaptive pacemaker could be made, it would be able to detect the presence of the both parasympathetic and sympathetic activity and decide on the intended heart rate. Rate-responsive pacemakers based on detecting and regulating the mean arterial blood pressure will work well in that they achieve the desired MABP, however, they will ignore the body’s own autonomic nervous system (ANS) control signals.


The utility of the sympathetic tone for determining the heart rate is limited because the effect of the parasympathetic tone is not incorporated. The sensing methods described in this chapter, such as Q–T interval and stroke volume, only measure the sympathetic tone and as such have only part of the information which is available to the sinus node. This may explain the less-than-perfect rate response profiles obtained with these methods.

16.2.2 Clinical evidence for Mean Arterial Blood Pressure as the regulated quantity

There is clinical evidence that rate response to the sympathetic tone produces beneficial regulation of the MABP. Grubb et al. (1993) reported on the successful application of a rate-responsive pacemaker in regulating the MABP in a patient with severe refractory orthostatic hypotension. The pacing rate was modulated in response to the changes in sympathetic tone resulting in improved regulation of MABP.


The patient’s condition was such that standing would cause him to faint due to a marked decrease in blood pressure. Drug therapy was ineffective in this patient. Continuous tachycardia pacing would have prevented hypotension except that upon lying down, the patient would suffer from hypertension. Therefore, a fixed-rate pacemaker that boosted his standing blood pressure would overcompensate when he was in a supine position. 


A pacemaker with rate adaptation based on the right ventricular pre-ejection interval XE  "pre-ejection interval"  (Precept DR Model 1200 from Cardiac Pacemakers Inc.) was employed to help moderate his blood pressure. When the patient stood up, the pacemaker detected a sudden decrease in the pre-ejection period and correspondingly increased the heart rate. The MABP was thus controlled quite effectively, allowing the patient to resume a normal life.

16.2.3 Methods for detecting the sympathetic tone

The activity of the sympathetic nervous system is not directly measured. Rather it is inferred from its effect on the heart’s contractility and systolic time intervals. Effects of sympathetic appear in the Q–T interval, ventricular depolarization gradient (area under the QRS complex), pre-ejection period, stroke volume, and ejection fraction. Various studies have found cause to consider each of these signals as useful for rate adaptation.


The relationship of a particular parameter to the heart rate is studied by correlating the change in the parameter of interest to the normal sinus rate. The correlation is evaluated for conditions of rest, exercise, upright and supine position, and emotional stress. The relations so found are examined with the goal of calculating a relationship that will adequately determine the heart rate for all such stress conditions. The ideal would be to have a signal that has a constant simple relation to the normal heart rate in all cases. 


For some of the signals, the relationship between the signal and the sinus rate is ambiguous or conflicting during some of the stressor conditions. The processing algorithm inside the artificial pacemaker must take this into account. Positive feedback must be avoided, otherwise the pacing rate will start to respond to itself and not to the physiological demand. 


One of the more severe examples of a method prone to this positive feedback is the use of the Q–T interval signal. The Q–T interval shortens during exercise, indicating the need for the heart rate to increase. However, Q–T interval also shortens if the resting heart rate is artificially increased through paced stimulation. This positive feedback effect can cause pacemaker-mediated tachycardia. Careful adaptation of the rate can compensate for this effect and permit successful use of the Q–T interval in rate adaptation.


The standard pace sensing leads are used to detect the Q–T interval and ventricular depolarization gradient. Changes in the intracardiac impedance as sensed from the pacing lead are used to determine the pre-ejection period, stroke volume and ejection fraction.

16.3  Biopotential-based measurement systems (Q–T interval and depolarization gradient)

The intracardiac electrogram XE  "electrogram"  EGM can be used for altering the paced heart rate in response to sympathetic activity. The EGM is usually measured from the same lead (bipolar or unipolar) as used for pacing which makes these signals convenient to obtain. Measurement of the Q–T interval and ventricular depolarization gradient can be used for detecting changes in metabolic demands. The use of these parameters for rate response is described in detail in the following sections.

16.3.1 Q–T interval XE  "Q–T interval" 
Figure 16.2 defines the Q–T interval, which reflects the timing of ventricular activity. The onset of ventricular activity can be marked by either a natural QRS complex or a paced QRS complex, thus the Q–T interval is sometimes referred to as the Stimulus to T interval. The Q–T interval is strongly correlated with the level of exercise. For these reasons, it has been used in several pacemaker models as a signal for rate adaptation. The most challenging aspect of using the Q–T interval is not its detection but finding an algorithm that safely and correctly converts the timing information into a suitable heart rate. Problems with the use of this signal for rate response have largely been caused by the algorithm used. Early algorithms did not account for the coupling of changes in the paced heart rate back to changes in the Q–T interval.

Relation to sympathetic activity

The relation of Q–T interval to the normal sinus rhythm has been investigated in numerous studies. The Q–T interval has been established to shorten in proportion to increases in workload, mental stress and heart rate. The Q–T interval has also been seen to increase slightly at night. 
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Figure 16.2  Definition of Q–T interval used in rate-adaptive pacemakers as measured from the EGM. The start of the Q–T interval is from either the onset of a natural QRS complex or from the pacing stimulus. The end of the interval is marked by the peak negative derivative of the T wave. Sensing of the derivative of the T wave occurs during a limited time window. 


The normal sequence of ventricular contraction begins with the rapid depolarization of the muscle tissue resulting in the QRS complex. Blood is ejected from the heart, then the tissue relaxes and repolarizes resulting in the EGM T wave. The Q–T interval is defined as the time from onset of ventricular electrical activity to the peak negative slope of the T wave. The fact that the Q–T interval decreases in response to exercise and stress makes it a candidate for use in rate adaptation. 


Jordaens et al. (1990) established a strong correlation between the Q–T interval and the level of catecholamine in the blood. The Q–T interval closely tracked the level of norepinephrine XE  "norepinephrine"  in the blood during exercise. Since norepinephrine is released by the sympathetic nervous system, the indication is that the sympathetic tone can be well detected by the Q–T interval.


If the resting heart rate is artificially increased by a pacemaker, the Q–T interval shortens in proportion to the heart rate. The reduction of the Q–T interval due to the heart rate is a form of positive feedback and if the adaptation gain or slope is set too high, the pacemaker rate can increase on its own to the point of tachycardia. Various models have been proposed for the relation of the heart rate to the Q–T interval. Bazett (1920) corrected the Q–T interval for heart rate differences by dividing the Q–T interval by the square root of the heart rate. Recent studies indicate that the relationship of heart rate to Q–T interval shortening is better approximated by a negative exponential function. 

Circuits for sensing Q–T interval

A standard sense amplifier as described in Chapter 8 is used for detecting the EGM. If the heart beat is paced, the interval starts when the pacing pulse is applied, otherwise the start of the QRS complex is used as the starting point. The detection of the slope of the T wave can be performed in analog circuitry by a differentiator circuit followed by a peak detector. The peak detection window starts 200 ms after the QRS complex is detected. The peak detector is configured so as to detect only the negative peak of the slope. If the EGM is converted to a digital signal by an analog-to-digital converter then detection of the negative peak of the derivative is performed during the same time window.

Algorithm for rate adaptation

The first Q–T rate-adaptive pacemaker was implanted in 1981 (Vitratron Model TX, The Netherlands). The features and operation of the system were discussed in Connelly and Rickards (1992). The change in heart rate above the base rate was calculated using a programmed slope parameter with units of beats per minute per millisecond of Q–T shortening. The sensing of the T wave was windowed. After the pacing pulse was applied, the EGM signal was ignored for 200 ms. A search window was then opened and the negative peak of the first derivative of the EGM was watched for.


 If the measured Q–T interval on the last beat was shorter than the previous value, then the rate was increased by a small increment. If the Q–T interval was longer, the paced heart rate was reduced by a small amount. The pacing rate was subject to upper and lower limits and was programmed to drift back down to the basic rate over a period of time. 


The appropriate slope for rate response varies greatly from patient to patient, requiring the slope to be set for each individual. Setting of the slope involves having the patient perform several exercise tests where the changes in the Q–T interval are recorded. The extensive training required is a disadvantage of this system. However, once trained for a particular patient, the performance of the algorithm was good and patients showed improved tolerance for exercise. 


The Q–T-based system was also seen to work well in five year follow-ups of  patients. Bloomfield et al. (1989) reported that in a small study group, the rate adaptation worked well in a high percentage of patients and only a small percent of the group required some adjustment of the slope to achieve optimal response. Examples of suboptimal rate response include an overly rapid increase in heart rate at the start of activity or a peaking of the heart rate several minutes after the cessation of activity. 

Improved algorithms 

The motivation for improvements to the linear slope algorithm came from a number of directions and reveal the influential factors in the refinement process. Shortcomings of the algorithm were seen in performance tests of the pacemaker where the proportionality of response was not uniform with workload. The requirement for individual training to calculate a patient-specific slope was time consuming and involved physically stressing the patient. Studies revealed that the relationship of  Q–T interval to heart rate during exercise is better represented by a negative exponential rather than a linear function as was used in the original version of the pacemaker. In addition, it was observed that when the heart rate reached its upper limit, the rate tended to oscillate around the limit. When the slope was too high, the risk of inducing tachycardia by the positive feedback of heart rate to Q–T shortening was also a concern. 


The essential problem with the Q–T-interval-based pacemaker is that the paced heart rate has an effect on the Q–T interval. This positive feedback effect from the heart rate to the Q–T interval needs to be accounted for. 


In light of this additional information, an improved algorithm was developed. Heijer et al. (1989) presented the new algorithm and its resulting performance. The improved algorithm encompassed several additional features. First, the pacemaker could now perform self training for the individual patient as well as adapt its slope to slow changes over the course of days. Second, the Q–T to heart rate relationship was no longer linear but rather reflected the actual nonlinear relation that had been observed in other studies. The change in slope with heart rate allowed the pacemaker to respond more rapidly to exercise.


To test the algorithm’s performance before actually building it into a new model of pacemaker, the real-time bi-directional telemetry capabilities of previously implanted pacemaker units was utilized. The new algorithm was tested in 37 existing pacemakers by using an external computer to continually update the programmed slope parameter. The external computer received, in real time, the heart rate and internally measured Q–T interval and then told the pacemaker what slope to use. The new algorithm became known as the dynamic slope algorithm.

Dynamic slope algorithm XE  "Dynamic slope algorithm" 
Instead of having a constant relating the Q–T shortening to an increase in paced heart rate, the slope of the relationship is made to decrease as the heart rate increases. By having a high rate adaptation slope at rest, the delay of pacing rate change at the onset of exercise is reduced. By having a lower slope at high heart rates, the risk of paced tachycardia and heart-rate oscillations at the upper limit is reduced. The pacemaker’s programmed Q–T interval to heart-rate curve then better reflects the actual observed relation of Q–T to heart rate during exercise. 


As an illustrative example, the following set of adaptation equations are presented to show one possible rate adaptation scheme in which the feedback of paced heart rate to the Q–T interval can be accounted for. The nonlinear slope characteristic of the dynamic slope algorithm has a physically insightful basis for its shape. Consider that in a linear (constant) slope adaptation algorithm, the rate is given by the formula


Rate = BaseRate + [(Q–T)rest – (Q–T)sensed] Slope
(16.1)

where (Q–T)rest is the measured Q–T interval during rest. If the coupling between the resting Q–T interval to heart rate is included, the formula is modified so that the slope is a function of the rate. The units of the slope are beats per minute per millisecond of Q–T shortening. In Eq. (16.2), the slope is now partially a function of the heart rate through the coupling factor M, which represents the nonexercise-related change in the Q–T interval with a change in heart rate.


Slope = OnsetSlope – M  (Rate – BaseRate)
(16.2)

With the new slope, the formula for the rate becomes


Rate = BaseRate + OnsetSlope  EQ \f((Q–T)rest – (Q–T)sensed,1 + M ¥ [(Q–T) rest – (Q–T)sensed])
(16.3)


The adaptation term is the second term. Since the value of Q–Trest minus Q–Tsensed is always positive, the numerator term is increased during exercise, but the denominator is also increased due to the resting Q–T to heart rate relation as expressed in the factor M.  As the Q–T interval gets shorter, the adaptation slope is reduced by a factor of 


 EQ \f(1,1 + M  ¥ ((Q–T)rest – (Q–T)sensed))  
(16.4)


The dynamic nature of the slope is expressed in this term. The coupling factor M is readily derived from observing the Q–T shortening when the paced heart rate is temporarily increased in a resting patient. The Q–T shortening is due entirely to the artificially induced change in the paced heart rate and not due to a change in sympathetic tone. Thus the measured parameter M represents the coupling between the paced heart rate and Q-T shortening. By knowing M, we can minimize its effect in determining the physiologically appropriate heart rate. Figure 16.3 shows the value of the rate-adaptation slope, and it shows that if M is not zero, then the rate–adaptation slope should decrease as the heart rate increases.


M  = –   EQ \f(∆ heart rate induced, ∆ (Q–T)sensed)  
(16.5)
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Figure 16.3  Example of change in the rate-adaptation slope when the effect of the heart rate on the Q–T interval is included. An increase in tilt of the line corresponds to a larger effect of the heart rate on Q–T shortening. The coupling factor M is measured with the patient at rest.


Figure 16.4 shows that a large value of M causes the paced Q–T to heart rate characteristic to have a significant curvature to it.


At low heart rates, the slope is large, so that small changes in the Q–T interval cause a rapid response in the paced heart rate. However, at high heart rates, the slope is small so that the sensitivity to Q–T shortening is reduced.


The higher slope at onset of Q–T shortening reduces the delay in responding to activity. With the dynamic slope algorithm, the slope at near the upper rate limit rapidly approaches zero. By having the slope go to zero, the problem with upper rate oscillations is avoided.

Clinical Studies

Studies of the linear and dynamic slope algorithm have shown that the proportionality of the response to workload is quite good. Figure 16.5 shows the dynamic slope algorithm to have a quicker onset and better proportionality or response than the linear slope. Dynamic slope has also reduced the tendency for the pacemaker to oscillate in frequency near the upper limit and assists in avoiding positive feedback leading to tachycardia.
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Figure 16.4  The dynamic slope algorithm. The rate-adaptation relationship of Q–T interval to paced heart rate is shown for different coupling factors M. The parameter M describes how much the heart rate affects the Q–T interval (ms/beat/min). When the heart rate has a large effect on the Q–T interval (large M), the curvature is greater. A benefit of compensating for the rate coupling is that the adaptation slope at onset can be made higher. The slope is also reduced at higher heart rates, preventing runaway tachycardia.
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Figure 16.5  Pacing rate during exercise for the Linear algorithm and Improved Dynamic slope algorithm. Notice how the improved algorithm has a quicker response to exercise and better proportionality to exercise. The linear algorithm causes a rapid increase in rate as the pacing rate gets higher and the Q–T interval gets shorter. From Heijer, P. D., Nagelkerke, D., Perrins, E. J., Horstman, E., Van Woersem, R. J., Neiderlag, W., Jordaens, L., Wilde, P. D., Hameleers, W. B., and Lie, H. 1989. Improved rate responsive algorithm in Q–T driven pacemakers—evaluation of initial response to exercise. PACE., 12: 805–811.


The proportionality of the Q–T interval to the workload is quite good. However, the method suffers from the fact that there is still considerable delay from the onset of activity to the shortening of the Q–T interval. Horstmann and Koenn (1989) reported in one study of patients with Q–T interval rate–adaptive pacemakers (standard linear algorithm) that there was a 63.4–s delay from the onset of exercise to a 4-ms shortening of the Q–T interval. The dynamic slope algorithm helps to minimize this delay, but the limitation of the method seems tied to the fact that changes in the Q–T waveform seem to lag changes in noradrenaline levels by about 1 min. The maximal heart rate was seen to occur 29.2 s to 69.5 s after the cessation of exercise, depending on the programmed rate adaptation slope.

Self-training of slope

The slope parameters of the algorithm can be programmed by a physician during exercise training or they can be programmed automatically by the pacemaker through self–training algorithms. Two self–training modes of the pacemaker are the Fast Learning algorithm and the Automatic Slope Adaptation algorithm XE  "Automatic Slope Adaptation algorithm" . In the fast learning mode, the lower heart rate slope is set by having the patient sit at rest while the pacemaker sets its rate to 70 bpm then 80 bpm then 70 bpm, holding each for 1 minute, while recording the Q–T interval. The coupling parameter M for low heart rates is then directly calculated. The patient is then exercised at high workload until the upper rate limit is reached. If the Q–T interval continues to get shorter once the rate limit is reached, then it is known that the slope (for high heart rates) is too high. The slope for high heart rates is then reduced.


The Automatic Slope Adaptation method sets the lower rate slope once every night (as determined by its 24-h clock). During sleep, the lower end slope is calculated in much the same way as for the Fast Learning algorithm. The slope for upper heart rate is adjusted if the upper rate limit is reached, and the Q–T interval continues to decrease even further. This indicates that the limit was met prematurely and that the upper heart rate slope should be reduced by one increment. If, on the other hand, the upper rate limit is not reached once in a period of 8 days, the slope for the upper heart rate is increased by one increment to allow the full range of heart rates to be used. 

Limitations of the method

Inadequate sensing of the Q–T interval can arise in a number of ways. First, the T wave may not be adequately sensed. The electrode polarization may be excessive or the lead contact may degrade. Second, the change in the Q–T interval can be affected by calcium levels and ischemia. Class III and Class IA antiarrythmia drugs affect Q–T length and shortening and may affect the response. Third, the patient may have Q–T interval which for whatever reason, does not vary sufficiently in response to changes in  the catecholamine levels as mentioned in Katritsis and Camm (1992).


Overall, the method is simple, reliable, and sufficient to provide a good rate performance. The hardware required to implement the method consists mostly of the sense amplifier and standard EGM filter. A microprocessor makes the self training and nonlinear aspects of the algorithm relatively easy to implement. T–wave sensing may also be helpful in determining when to apply burst pulses to interrupt tachycardia.

16.3.2 Ventricular depolarization gradient XE  "Ventricular depolarization gradient" 
The ventricular depolarization gradient (VDG) is the area under the QRS complex. It has been observed that in normal heart operation, the ventricular depolarization gradient stays fairly constant. During exercise, the ventricular depolarization gradient decreases. When the pacing rate is increased, the VDG increases. The rate-adaptive pacing algorithm uses the ventricular depolarization gradient as a negative feedback signal and changes the pacing rate in an effort to keep it constant. The VDG responds quickly to the onset of exercise (Lau, 1992).


One problem with the method is that passive tilting of the body produces a paradoxical change in the VDG leading to an inappropriate rate response. The proportionality of the VDG to exercise tends also to be lost in just a few minutes after the onset of exercise (Lau, 1992).


After the pacing pulse is applied, the pacing tip of the electrode is shorted to the case for 10 ms so that the polarization of the electrode is minimized. The sensing is then enabled. It seems that a rate-adaptive algorithm using this signal would be susceptible to noise and to degradation of the electrode–myocardium interface over time. Since the area under the QRS is the detected signal, degradation of the detected EGM amplitude affects the paced rate and thus the performance of the system. 

16.4  Impedance-based measurement systems

The contractility of the heart can be inferred from a number of measurable parameters including the stroke volume, ejection fraction, and pre-ejection period. A convenient means for the pacemaker to sense these signals is to use the standard pacing lead and to sense the intracardiac impedance XE  "intracardiac impedance" . Changes in the impedance can be seen to correlate to the volume of blood in the heart as well as changes in the heart’s geometry.  


The impedance is measured by applying a controlled current to a set of electrodes and sensing the resulting voltage. The electrode size and position are chosen to maximize the specificity of the impedance signal to changes in blood volume. Motion and ventilation effects also need to be minimized as well as electrical effects from the QRS complex, the pacing signal, and polarization at the electrode–myocardium interface. The current for sensing is usually chosen to be an ac signal of moderate frequency (1–100 kHz) so as to minimize the electrode polarization. The current injection frequency should also be distinct in frequency content from the EGM signal. This simplifies filtering and prevents the  current from interfering with the sensing of the EGM signal.

16.4.1 Electrodes for current injection

The electrode design issues are complex and there have been numerous arrangements proposed for achieving a good level of sensing. Unipolar, bipolar, tripolar, quadrapolar, and multiple monopolar leads have been mentioned in the literature and it seems that with appropriate signal processing, each has its merits. The standard leads are unipolar or bipolar. If the pacemaker is used as a replacement then it is undesirable to remove an already implanted lead. The feel of the lead also affects the probability that the lead will be used. Some physicians may not want to use a lead that has more wires in it because it is less flexible than they are accustomed to.


As an example of two arrangements, Figure 16.6 shows two configurations. The first arrangement uses two ring electrodes for current injection and a third electrode at the tip of the lead for pacing. The second lead uses two electrodes in a split ring arrangement for current injection and a third tip electrode for pacing. The separate use of current injection electrodes avoids the effect of electrode polarization at the pacing electrode. 
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Figure 16.6  Two lead arrangements for impedance sensing. The first arrangement uses two ring electrodes for current injection and a third electrode at the tip of the lead for pacing. The second lead uses two electrodes in a split ring arrangement for current injection and voltage sensing and a third tip electrode for pacing. The use of separate electrodes for pacing and current injection reduces the effect of electrode polarization on the impedance measurement. From Salo and Pederson (1993).


When the current flow paths are considered, the split ring arrangement turns out to have a lower sensitivity. Its sensitivity to impedance changes drops off as the cosine of the angle from the split between the electrodes. The electrode position then plays a large role in the quality of the impedance signal. If the split line is close to the heart wall, then motion artifacts may play an excessively large role in the detected signal.  


A monopolar arrangement uses the pacemaker case as a return point. Geddes et al. (1991) found that bipolar leads did not produce a good current distribution. The current tended to hug to the catheter and not intercept the heart wall. Increasing the spacing between the rings did not improve the signal greatly. With the bipolar arrangement, if one of the electrodes came in contact with the heart wall, the relationship of impedance change to stroke volume was altered. Geddes et al. proposed that the monopolar arrangement produced a radial flow of current, with a correspondingly large path through the blood of the heart and a good signal. Figure 16.7 shows the situation.


In general it would seem desirable to have the electrode far from the heart wall somewhat centered in the ventricle chamber, however, due to the irregular beating of a damaged heart, the ideal electrode position varies from patient to patient. Geddes proposed to have multiple monopolar electrodes on the catheter and use the remote programmer and an internal multiplexer to choose the electrode which best reflected the stroke volume for the particular patient. The number of wires needed would seem to cause the lead to be excessively stiff.
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Figure 16.7  Comparison of the current flow path for bipolar electrodes (left) and monopolar electrode (right) configurations. The current in the bipolar arrangement hugs the catheter. The monopolar lead causes current to flow radially through the blood of the heart to a remotely located sink (the pacemaker case). From Geddes et al. (1991)


Even with the monopolar electrode configuration, Geddes et al. (1991) noted that the relationship between stroke volume and changes in impedance is not linear over a very wide range of stroke volumes. However, this does not seem to be a problem for rate adaptation since the goal of most schemes is to hold the stroke volume unchanged by changing the heart rate. 

16.4.2 Geometric modeling of the stroke-volume-to-impedance relation XE  "stroke-volume-to-impedance relation" 
Attempts have been made to come up with models for the observed changes in impedance with the beating of the heart. The heart chamber has been modeled as a cylinder, a stack of different diameter disks and a crescent shaped volume all with little success in accurately predicting the time variations in impedance observed.  There are a number of reasons why model attempts have been unsuccessful. First, the current flow paths can be affected by the chambers adjacent to the right ventricle. Second, the heart tissue and blood are different in bulk resistivity but only by a relatively small factor, with blood being approximately three times more conductive than heart wall tissue. This means that although we wish to detect only blood volume changes in the heart, changes in the heart wall position relative to the electrode can have a significant affect on the impedance. Third, and most troublesome for modeling, is that the conductivity of blood is highly anisotropic during flow due to the shape of blood cells. It has been observed that the blood resistivity decreases with flow due to the alignment of blood cells (Ovsyshcher and Furman, 1993). This would appear to be a significant complication in any detailed modeling attempt.


The creation of an accurate geometric model for the relation of impedance to stroke volume is not critical to the use of intracardiac impedance for rate- adaptive pacemakers. Numerous algorithms have been found that permit the available impedance information to be successfully used for rate adaptation.
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Figure 16.8  Illustration of the impedance variation caused by changes in ventricle geometry.  The impedance signal from a unipolar pacing tip electrode is primarily influenced by changes in the wall geometry of the ventricle in the region very near the pacing tip.(Courtesy of M. Schaldach).

16.4.3 Algorithms for rate adaptation XE  "Algorithms for rate adaptation" 
The impedance signal can be used to estimate stroke volume, ejection fraction, peak to peak impedance variation and pre-ejection period. The rate adaptation algorithm determines how the paced rate should respond to changes in each of these parameters. The rate response of a pacemaker should be quick at onset, proportional to workload, quick to recover when exercise ends and sensitive to nonexercise demands such as emotional stress. If the rate response is excessive, the patient may suffer angina. If the rate response is inadequate, exercise endurance will be diminished. 

16.4.4 Relation of stroke volume to the sympathetic tone

The stroke volume (SV) is the volume of blood ejected from the left ventricle on each beat. Stroke volume XE  "Stroke volume"  is the difference between the left ventricle blood volume before contraction (End Diastolic Volume (EDV)) and after contraction (End Systolic Volume (ESV)). Stroke volume is increased by two factors: increased contractility and the Frank–Starling mechanism. The increase in contractility increases the SV and provides good indication of sympathetic tone during exercise. The Frank–Starling mechanism causes the SV to increase when the preload (EDV) increases and complicates the relationship of SV to sympathetic tone. 


During exercise, a healthy heart will keep its stroke volume nearly constant by varying the heart rate to achieve the correct cardiac output. If the heart rate is held constant during exercise, the SV can increase by a factor of two in an attempt to increase cardiac output. Thus SV is an indication of workload and can be used to adapt the paced heart rate by increasing the heart rate in response to an increase in the SV. There is an inverse linear relationship between stroke volume and the paced heart rate in a resting individual over a moderate range of heart rates. Fortunately, the effect provides negative feedback rather than positive feedback as was the case for the Q–T interval.

Rate determination

The rate-adaptive algorithm has to determine how to respond to the stroke volume signal. In response to exercise, an increase in SV indicates the heart rate should increase so that the SV is returned to its nominal value. The nominal value can be a fixed value or just a long term average of the past measured values of SV. The rate can be proportional to the error or it can integrate the error between the SV setpoint and the measured SV as shown in Salo et al. (1993). Salo proposed that the rate be determined in response to the derivative of the SV. If the SV decreased, the paced heart rate should be decreased. The proposed time constant for the differentiator was 10 min so that after 30 min, the rate would have settled back down to its resting rate.

The stroke volume paradox XE  "stroke volume paradox" 
The SV responds paradoxically to posture changes due to the Frank–Starling mechanism. If a person stands up, the venous return of blood to the heart decreases causing the SV to decrease. A decrease in stroke volume signals the pacemaker to drop its rate which is opposite to what should occur. This is the stroke volume paradox. The problem has been overcome by combining SV with other parameters extracted from the impedance waveform. One such solution is to compute the ejection fraction as described in the next section. 


Figure 16.9 shows the change in stroke volume with exercise and its relatively quick recovery after the cessation of exercise. The SV returns to its nominal level approximately 30 s after exercise has ceased. 

16.4.5  Ejection fraction XE  "Ejection fraction" 
Chirife (1992) proposed using the ejection fraction (EF) as the rate-controlling parameter for the pacemaker. Ejection fraction is the SV divided by the End Diastolic Volume. Figure 16.9 shows that the ejection fraction tracks the SV quite closely. The ejection fraction has an advantage in that preload effects are taken in account in its calculation. Stroke volume is somewhat lacking in specificity for metabolic demand in part due to preload effects. Ventilation, posture, and heart rate can affect SV. At high heart rates, the End Diastolic Volume falls due to the reduced time available for filling and SV correspondingly falls.


Figure 16.10 shows the effect of reduced filling at high heart rates on the stroke volume when a resting heart has its paced rate increased. The drop in SV closely tracks the drop in EDV. The ejection fraction however remains relatively constant and thus is not coupled to the paced rate. This decoupling makes the design of the control algorithm simpler, as feedback between the pacing rate and the sensed parameter is minimal.

16.4.6 Peak derivative of impedance XE  "Peak derivative of impedance" 
The stroke volume paradox has also been solved by using additional information from the intracardiac impedance signal. Olive et al. (1988) used the peak of the first derivative of the impedance (dZ/dt)p as a rate-correcting factor. The signal (dZ/dt)p was found to be proportional to contractility and independent of the heart rate. The deviations in (dZ/dt)p are directly proportional to the level of exercise. The rate response algorithm sets the pacing rate so that it is increased in direct proportion to the difference between (dZ/dt)p at rest and the current measured value of (dZ/dt)p.
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Figure 16.9  Relative Right Ventricular Volumes during exercise as measured by changes in the intracardiac impedance using a bipolar pacing lead. The response of different heart volumes during exercise are shown. The SV responds quickly with exercise and it is relatively quick in returning to a normal level after the cessation of exercise. The SV returns to its nominal level after approximately 30 s. The ejection fraction (EF) tracks the SV quite closely.  From Chirife, R., Ortega, D. F., and Salazar, A. 1993. Feasibility of measuring relative right ventricular volumes and ejection fraction with implantable rhythm control devices. PACE, 16: 1673–1683.


Postural changes can be compensated for by using SV information with (dZ/dt)p information. The SV responds to both posture and metabolic demands where (dZ/dt)p responds only to metabolic demand. Thus if SV decreases without a corresponding change in (dZ/dt)p, then we can assume the person has stood up and thus the heart rate is temporarily raised for about a minute to prevent any lightheadedness. 

16.4.7 Pre-ejection period XE  "Pre-ejection period" 
The pre-ejection period (PEP) is yet another parameter used in rate-adaptive pacemakers. The pre-ejection period is the time from the onset of electrical activity in the ventricle (R wave) to the time when the valves open and blood is ejected into the arteries. The PEP changes in response to the contractility of the heart and to an increase in end diastolic volume. The derivative of intracardiac impedance is a good indication of volume change, so that the start of the ejection interval corresponds to the peak of the first derivative of the impedance. 


PEP is an excellent indication of workload as it shortens in direct proportion to workload. However, the relationship varies from patient to patient and requires exercise training to establish the appropriate rate response. The PEP is independent of pacing rate. Lau (1992) reported that the PEP has been shown to behave paradoxically upon assuming a standing posture. While the pre-ejection interval has been shown to be a good indication of heart contractility, Grubb et al. (1993) proposed that pre-ejection period might also shorten due to reduced filling arising from a drop in venous pressure.
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Figure 16.10  The effect of forced changes in the pacing rate on a resting individual’s blood volume parameters. At 30 seconds into the test, the pacing rate is forced to increase, the reduced filling (end diastolic volume EDV) can be observed at high heart rates. The drop in stroke volume SV closely tracks the drop in EDV. The ejection fraction however remains relatively constant and thus is not coupled to the paced rate. From Chirife, R., Ortega, D. F., and Salazar, A. 1993. Feasibility of measuring relative right ventricular volumes and ejection fraction with implantable rhythm control devices. PACE, 16: 1673–1683.

16.4.8 Ventricular inotropic parameter XE  "Ventricular inotropic parameter" 
Schaldach (1992) defined a useful rate-adaptation parameter derived from the intracardiac impedance waveform—the ventricular inotropic parameter (VIP). The VIP indicates either rest or exercise in smoothly varying fashion and is derived by examining the slope of the impedance waveform around the time when both the aortic and pulmonary valves are opening. The VIP indicates the inotropic state of the heart, i.e. the strength of contraction, and thus provides an indication of the sympathetic tone. The use of the VIP provides a rate-adaptation signal that has less patient to patient variance than the PEP algorithm. 


The intracardiac impedance XE  "intracardiac impedance"  is measured over a 24–ms window. The slope of the impedance over this time is observed. This time window or Region Of Interest (ROI) is positioned 100 ms to 300 ms after the pacing stimulus is applied. The placement of the ROI varies from patient to patient and is chosen so as to coincide with the time interval where there is a large difference in the impedance slope between periods of rest and periods of exercise.


The slope of the impedance over the region of interest is denoted as the Regional effective slope Quantity (RQ). The RQ is the regional slope of the impedance over the ROI. The RQ is different during exercise than it is during rest. The RQ changes in response to mental stress the same way it changes with physical stress. The change in RQ is used to smoothly adapt the pacing rate.
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Figure 16.11  Intracardiac impedance waveforms illustrating the how the regional slope quantity (RQ) varies with the inotropic state. The impedance need only be measured in a small 24–ms region of interest. Note that in the region of interest, the slope of the intracardiac impedance changes in proportion to the contractility of the heart. (Courtesy of M. Schaldach).


Schaldach et al. (1992) give a simple formula used to calculate the paced heart rate using the change in slope of the intracardiac impedance in a particular region of interest. The stimulated heart rate is

HeartRate = BaseRate +  EQ \f(RQactual – RQrest,RQmax – RQrest)    (MaxRate – BaseRate)
(16.6)


Where RQactual is the measured regional effective slope, RQrest is the regional effective slope at rest, RQmax is the regional slope during maximal exercise and Max Rate is the maximum paced heart rate.


Use of the VIP has advantages over many of the previously mentioned methods. Measurement of the VIP requires sampling the intracardiac impedance only over a narrow region of time, thus conserving battery energy. The VIP responds properly when the pacemaker user assumes a standing position and positive feedback is avoided because VIP is not affected by the pacing rate. (Schaldach et al. 1992)

16.5  Circuit implementations

16.5.1 Measurement of impedance

Figure 16.12 shows a typical impedance measuring circuit which consists of an oscillator supplying a 1–100-kHz signal to a controlled current source with high output impedance. The current source pushes a current of 1–100 µA through the heart and the heart’s time-varying impedance produces a voltage. The voltage is then amplified by a high-gain tuned amplifier. The amplifier’s output is high-pass or bandpass filtered so that the carrier frequency of the current source is passed on. The carrier signal is then removed in a process of demodulation. The demodulation may be a synchronous demodulator which acts as a narrowband filter, or as simple as a rectifier and a low-pass filter. After demodulation, the signal that remains is the intracardiac impedance. The impedance signal is then processed to produce the desired parameter: SV, EF, PEP, VIP, or (dZ/dt)p.
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Figure 16.12  Measuring circuit for intracardiac impedance. An ac constant current source applies a measuring current to the heart via the intracardiac catheter. A tuned amplifier, filter, and demodulator follow. The resulting signal is the time-varying intracardiac impedance which is processed to provide a rate-adaptive signal to the pacemaker’s pulse generator. From Salo et al. (1993). 

16.5.2 System design criteria

Design specifications for the impedance-measuring system include energy consumption, sensitivity, precision, noise immunity, and noninterference with the body's other electrical signals. The current that is injected into the body must not interfere with the electrical signals of the heart nor excite skeletal muscles. This requirement can be met by setting the current source’s frequency high enough that the body is unresponsive to it. The use of a high-frequency ac signal for the current has the additional benefit of minimizing polarization at the electrode–myocardium interface.


To illustrate the signal levels involved, assume the electrode and cardiac impedance totals 500 Ω. Then the total intracardiac voltage is only 5 mV, for a 10–µA current. The voltage variations due to changes in stroke volume are only a portion of this voltage. The low level of this signal in comparison to the pacing and EGM voltages makes designing the impedance measuring system a challenge. 


To improve the sensitivity and noise immunity, the current amplitude could be raised. The voltage signal would then be larger, but the extra current drawn would reduce the battery life. The energy budget for the pacemaker is very limited, the total battery current is usually held to under 20µA for the entire system. To conserve power, many impedance-based algorithms have the current source turned off most of the time and the impedance is only sampled. The sampling may occur in short predetermined intervals of interest such as used by Schaldach (1992), or the impedance may be sampled in regular, equally spaced time intervals.

16.5.3 Demodulation and filtering

Noise immunity XE  "Noise immunity"  and sensitivity can be improved by using narrowband signal techniques. In this manner the effect of amplifier thermal noise as well as external noise can be minimized. Typically, a narrowband high-frequency carrier signal is used for the current source to allow easy filtering and distinguishing of SV information from EGM and interference signals. The resulting voltage, which contains the impedance information, is also narrowband. A synchronous demodulator is then used to bandpass filter the sensed voltage and remove most undesired interference. If a standard bandpass filter is used on the amplified voltage, the demodulation can also be performed by envelope detection consisting of a rectifier and a low-pass filter.


Figure 16.13 illustrates how the demodulation of the sensed ac voltage becomes the waveform for detecting stroke volume and ejection fraction changes. The voltage is amplitude modulated by the changing heart impedance. The envelope of the voltage contains the information about the stroke volume. The impedance signal contains information about ventilation, motion, and even stroke volume. To separate out the signal of interest, the frequency band of interest can be filtered out and passed on to the signal-processing circuits. Motion artifacts, which could lead to rapid changes in pacing rate, can be minimized by averaging over several beats (Pickett and Buell, 1993). The stroke volume can also suffer from beat-to-beat variability during VVI pacing as a result of the variable preload effect coming from the atria (Dritsas et al., 1993). 


A filter which separates ventilation signals from stroke volume signals is more of a challenge. At rest, the heart rate can be 60 beats/min, while at high rates of exercise the ventilation rate can be in the same frequency range, but the heart rate will be two to three times as high. Hauck (1991), proposed using a filter with a corner frequency that changes with the heart rate. A filter with this time variation can easily be implemented with a switched capacitor filter by using a signals derived from the heart rate to change the clocking frequency of the switched capacitors.


 The tuned amplifier’s common-mode-rejection ratio should be high to attenuate coupling of the EGM signal to the impedance measurement. Using separate pacing and impedance-sensing electrodes will help to eliminate electrode polarization effects due to the pacing pulse. 
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Figure 16.13  Illustration of demodulation for detecting stroke volume and ejection fraction changes. The applied constant current produces a voltage across the heart. The voltage is amplitude modulated by the changing heart impedance. The envelope of the voltage contains the information about the stroke volume. A high-frequency carrier is used to allow easy filtering and distinguishing of SV information from EGM and interference signals. From Chirife (1992).

16.5.4 Design of the current source

The design parameters of the current source are its output impedance and voltage compliance range. Voltage compliance is the range of voltages over which the current source is able to provide a constant current. The voltage compliance range is usually less than the supply voltage and can be much less than the supply voltage depending on the circuit topology and component values used to implement the current source. When the voltage compliance range is exceeded, the current into the load becomes uncontrolled and unknown. 


The output impedance reflects the quality of the current source. If the current source’s output current does not change with the voltage across its terminals, then the current source is said to have infinite output impedance. A finite output impedance provides an undesired coupling between the electrode voltage and the current delivered to the heart. Since the current is no longer precisely known, the impedance measurement accuracy is reduced. 


The effect of finite output impedance on the current source’s accuracy can be quantified. Consider the measurement arrangement shown in Figure 16.14. The output impedance (Zo) is shown shunting the total load impedance, which consists of the lead, electrode, and heart impedance. The output voltage now directly affects the accuracy of the output current. The output current becomes a function of the commanded current Is as well as the output terminal voltage Vo and the output impedance Zo.
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Figure 16.14  Schematic diagram of the impedance-measuring system showing the current source output impedance, the lumped load impedance, and the sense amplifier. The load seen by the current source includes the impedance of the lead, electrode interface, and heart tissue. The voltage compliance range must be sufficiently large to allow for all voltages seen on the electrode. Similarly, the output impedance of the current source must be large in comparison to the total lumped load impedance.


IL = Is –  EQ \f(Vo,Zo)  
(16.7)

The expression can be simplified by eliminating Vo from the equation. The accuracy of the current source is dependent on how close IL is to Is. By taking the ratio of IL to Isource and comparing it to unity, we can get a feel for the accuracy and what parameters effect it. The resulting ratio of currents is a function of both the output impedance and the load impedance.

 EQ \f(
Io,Is)   =  EQ \f(Zo,ZL + Zo)   
(16.8)

To show more clearly the effect of the relative size of the output impedance to the load impedance, we use the ratio of Zo to ZL. To achieve a certain number of bits of accuracy, the ratio of Zo to ZL must be


| EQ \f(Zo,ZL)   | = –1 + 2Nbits
(16.9)
 For example, in a 8-bit precise system, the ratio of output to load impedance must be greater than 256, thus if ZL  is 500 Ω, Zo must be greater than 128 kΩ. The worse case for this ratio is when the load impedance is its highest expected value. The typical required precision of the impedance signal detected is only 6 digital bits, but this figure is for all sources of error, not just the current source output impedance. 

16.5.5 Circuits for the current source

The  circuits used for current sources are commonly based on voltage-to-current converters since the oscillator signal is typically a voltage. Figure 16.15 shows a current source which works for floating (nongrounded) loads. The voltage signal for the ac current is input to capacitor Cac which removes any dc bias from the voltage. The inverting input of the op amp is a virtual ground due to the action of negative feedback. The current that flows through the resistor Rg also flows through the load impedance (the heart).
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Figure 16.15  A controlled current source XE  "current source"  with a floating (nongrounded) load. The current source is formed from a voltage-to-current converter using the inverting node of an op amp. The voltage signal for the ac current is input to capacitor Cac which removes any dc bias from the voltage. The inverting input of the op amp is a virtual ground due to the action of negative feedback. The current that flows through the resistor Rg also flows through the load impedance (the heart).  Capacitor Cdc block is put in series with the heart to prevent dc currents from flowing through the heart and electrode interface. The load floats relative to ground, so this circuit will not work for a unipolar lead arrangement. Here, the current source electrodes are distinct from the pacing electrodes. Adapted from Salo et al. (1993).


A relatively large capacitor, Cdc block, is put in series with the heart to prevent dc currents from flowing through the heart and electrode interface. A high valued resistance, Rbias, is used to provide a path for the small dc input bias current of the amplifier and helps retain negative feedback at dc.


The current source load floats relative to ground, so this circuit will not work for a unipolar lead arrangement. In this application, the current source electrodes are distinct from the pacing electrodes.


The output impedance of this current source is quite high and the voltage compliance is also good. However, the full load current must flow through the resistor Rg and thus there are losses in this resistor. This resistor also sets the voltage-to-current gain ratio of the current source, so we can not make it arbitrarily small as the voltage command signal would also have to be scaled down and resolution would become a problem.


Another current source circuit which can be used for grounded loads uses two instrumentation amplifiers and a current sensing resistor as shown in Figure 16.16. The amplifier with gain A1 provides the load current, all of which passes through resistor R. The amplifier with gain A2 senses and amplifies the voltage drop across R and thus measures the load current that is being produced. By having a large gain, A2, on the feedback amplifier, the voltage drop across R is magnified.  


The transfer function for the voltage-to-current converter XE  "voltage-to-current converter"  is


Io =  EQ \f(E2,R ¥ \b(\f(1,A1) – A2))  
(16.10)
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Figure 16.16  A controlled current source with a grounded load. The current source is formed from a voltage to current converter using instrumentation amplifiers. All the load current flows through resistor R. This arrangement is suitable for a unipolar lead current source. Here, the current source electrodes are distinct from the pacing electrodes. Adapted from Klesh (1992).


The advantage of the circuit is that R can be made very small so that the losses in it are minimal. The voltage-to-current conversion ratio is controlled by the amplifier gains instead of just the resistance value. 


The output impedance of this circuit is very high and the compliance range can be controlled by the second amplifier. The circuit requires that the common mode rejection ratio of the amplifier A2 be good and that the sense and return sense input on amplifier A1 are of high input impedance and have good common mode rejection, since the electrode voltage is seen as a common mode signal to these inputs.

16.6  Performance evaluation

Rate response curves for impedance-based (PEP and VIP) and Q–T interval-based pacemakers are compared. Figure 16.17 shows the rate response of the Q–T interval-based pacemaker has a long lag (120 s) in its rate decay after the cessation of exercise. The ideal sinus rate is not shown in Figure 16.17, so the proportionality of rate response can’t be compared to that of the PEP–based pacemaker. In Figure 16.18, the rate response of a PEP-based pacemaker is compared to sinus rate. For the PEP-based system, rate increases rapidly with a moderate onset delay of approximately 10 s. The rate deceleration is less, occurring approximately 45 s after the cessation of exercise. 


Figure 16.19 shows that a pacemaker which detects the sympathetic tone can respond to emotional demands for an increase in heart rate. The patient was given a psychologically stressful color word test. During the test, different cards containing the name of a color (e.g. green) written in the letters of another color (e.g. blue) are shown to the patient who must respond quickly with the color of the letters.


Figure 16.17  Pacing rate response during exercise testing (modified Bruce protocol) for a number of patients using a Q–T interval based rate-adaptive pacemaker (Vitratron Model TX). The rate returns to resting levels in 2–3 min. Note that after the peak rate occurs after the cessation of exercise in one patient due to a poor slope setting. The dashed line represents the rate response for the same patient after the slope was retuned. From Bloomfield, P., Macareavey, D., Keer, F., and Fananapazir, L. 1989. Long-term follow-up of patients with the Q–T rate-adaptive pacemaker, PACE, 12: 111–114.

Figure 16.18  Comparison of the measured PEP and the normal sinus rate for a variety of conditions. The heart rate command derived from the PEP closely tracks the desired sinus rate. The delay in the rate change is small during the onset of exercise, but the delay in the fall of heart rate during recovery is relatively long. The proportionality of response is quite good. From Schaldach, M. M. 1992. Electrotherapy of the heart. Berlin: Springer–Verlag.

16.7  Future of cardiac signal-sensing methods

The future of rate-adaptive pacemakers lies in extensive studies of the human body and heart control system. Much more needs to be understood about the relations and responses of the heart rate to the condition of the patient. Improvements in the near term may include using combinations of sensors to improve the appropriateness of response. Cowell et al. (1993) report that combining the signals from an activity sensor and with a detected Q–T interval helped reduce the incidence of angina in a patient with ischemic heart disease. Their study did not achieve a significantly improved rate response by using dual sensors versus using just the activity sensor. This may be due to the algorithm they used for determining the rate from the sensor signals.


It would appear that there is room for improvement in the algorithms used to determine the heart rate from the multiple sensor signals. Algorithm refinements will likely provide the greatest improvement in performance for the patient’s quality of life. The use of advanced telemetry features common in modern pacemakers will help make the refinement development time shorter and shorter.
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Figure 16.19  Illustration of how emotional demands for cardiac output can be detected by a ANS controlled pacemaker. The pacemaker used changes in intracardiac impedance (VIP algorithm) to determine the pacing rate. Courtesy of M. Schaldach.
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16.9  Instructional objectives

16.1
Describe three disadvantages of using an impedance-measuring system over an activity sensor. 

16.2
Describe one condition under which the Q–T interval changes in response to a factor other than sympathetic tone and describe the significance of this effect in determining the rate-adaptation slope.

16.3
Describe how the Q–T interval-based pacemaker can self-train its own slope parameter. If the Fast Learning Algorithm produced a Q–T interval change of 2 ms, what is the value of coupling factor M?

16.4
Give three reasons why an impedance-sensing system using a single pacing tip electrode for current injection might not work as well for sensing stroke volume as a set of monopolar electrodes.

16.5
Describe how the Frank–Starling mechanism affects the rate response of a pacemaker using Stroke Volume for rate adaptation. Describe how this response compares the response of a pacemaker using Ejection Fraction for rate adaptation.

16.6
List three factors that influence the choice of frequency used for the current source and list two factors that influence the amplitude used for the current source.
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