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Early artificial pacemaker devices were asynchronous pulse generators which delivered stimulus pulses at a fixed rate, regardless of natural cardiac electrical activity or physiological state of the patient. The idea of a pacemaker responsive to cardiac electrical activity was attractive for conserving the limited energy available in the pacemaker batteries and for avoiding competition between artificial pacemaker stimulus and natural stimulus. Such responsive pacemakers would require the ability to not only deliver stimulus to the heart muscle but also to sense cardiac electrical events. Pacemakers which sense cardiac electrical activity require some sort of sense-amplifier circuits to amplify and detect that activity.


Figure 5.15 summarizes pacemaker types as designated by the NASPE/NBEG generic pacemaker code. The second character of the code gives information about which chamber(s) of the heart is (are) sensed. Atrial, ventricular, and dual-chamber sensing categories exist (as well as a category for asynchronous pacemakers which do not sense cardiac activity). Some multiprogrammable pacemaker models (such as the Medtronic Thera) may be programmed to support any of these possibilities. 


Figure 8.1 gives a perspective of the composition of the sense-amplifier block of a sensing pacemaker. This figure shows only one amplifier; a pacemaker capable of dual-chamber sensing would have two such amplifiers. The common sensing/pacing electrode is normally connected through the block marked blanking to the variable-gain amplifier and bandpass filter; the connection is temporarily opened when either a sensing or a pacing event occurs. Digital control lines from a microcontroller select the gain of the amplifier; a window comparator, capable of detecting signal excursions above or below the thresholds which are fixed by an internal voltage reference. The unfiltered intracardiac electrogram may also be made available for telemetry purposes. 

8.1  Requirements

8.1.1 Unipolar and bipolar sensing XE  "bipolar sensing" 
Figure 8.2 illustrates unipolar and bipolar sensing and unipolar and bipolar electrode systems.  XE  "Unipolar sensing" The unipolar case utilizes a single-ended amplifier whose reference is the pacemaker case and a single electrode lead which terminates in the electrode tip which is in electrical contact with the myocardium. The bipolar system utilizes a differential amplifier and a dual-conductor lead which terminates in the tip and ring electrodes. The unipolar pacemaker sense amplifier responds to electrical potential differences which appear between the tip electrode and the case of the pacemaker; the bipolar pacemaker responds to electrical potential differences between the tip and ring electrodes.
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Figure 8.1  The principal components of the analog sensing system are a bandpass filter and variable-gain amplifier stage, a blanking circuit to prevent amplifier overload during pacing stimuli, and a window comparator (which can be triggered by a signal of sufficient amplitude of either positive or negative polarity) to create a digital signal corresponding to detection of cardiac electrical activity. A voltage reference is used to set the switching thresholds of the comparator. Unfiltered endocardial signals may be provided for telemetry purposes by means of an auxiliary telemetry amplifier. Not shown in this diagram are the voltage-limiting components at the point where the sensing/pacing lead enters the pacemaker circuitry; these are used to protect the pacemaker from damage from electrical overstress in the case of external defibrillation of the pacemaker patient. 
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Figure 8.2  Illustration of unipolar and bipolar sensing. 

8.1.2 Time-domain characteristics of the intracardiac electrogram

The study of the design of pacemaker sensing circuits begins with a consideration of the characteristics of the intracardiac electrogram XE  "electrogram" . The morphology of the intracardiac electrogram is considerably different from the familiar surface electrocardiogram (ECG), but the nomenclature which pertains to the surface ECG is often carried over into the intracardiac electrogram (for example, the portion of the intracardiac electrogram that corresponds to ventricular depolarization is labeled the R wave). This difference in morphology arises from the difference in the sources which produce the intracardiac electrogram and the surface ECG; the surface ECG is produced by the entire heart while the intracardiac electrogram results from the spread of electrical activity throughout a small volume of heart tissue in close proximity to the sensing electrode (Olson, 1994a). 


Furman et al. (1977b) listed three types of signals which may be seen in the intracardiac electrogram: the intrinsic deflection arising from depolarization of the muscle adjacent to the electrode; far field potentials (such as contralateral ventricular activation, skeletal-muscle potentials, externally-generated electromagnetic interference, and ventricular activity appearing in the atrial electrogram); and current of injury. Far-field potentials and current of injury constitute forms of extraneous signals and should not be considered normal constituents of the intracardiac electrogram. Figure 8.3 is an example of an acute intraventricular electrogram (recorded from a recently-implanted lead). This waveform shows the rapid transition of the intrinsic deflection followed by an elevated S–T segment which is characteristic of the current of injury. Note that the T wave in Figure 8.3 is almost masked by the S–T segment elevation. Olson (1994a) notes that the electrogram of Figure 8.3 manifests an unusually large current of injury which was probably the result of the use of a screw-in endocardial electrode instead of a tined electrode. Fig. 8.4 is an example of a chronic intraventricular electrogram; this waveform does not manifest S–T segment elevation and the T wave is rounded and negatively inflected.  The waveforms of Figs. 8.3 and 8.4 are right-ventricular waveforms recorded with a unipolar lead configuration. 
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Figure 8.3 Acute unipolar right-ventricular intracardiac electrogram XE  "intracardiac electrogram"  manifesting current of injury. (Adapted from Furman, S., Hurzeler, P., and DeCaprio, V. 1977a. The ventricular endocardial electrogram and pacemaker sensing. J. Cardiovasc. Thorac. Surg. 73: 258–266. Copyright Mosby Year Book Inc. Used by permission).
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Figure 8.4  Chronic unipolar right-ventricular intracardiac electrogram. Note the absence of current of injury. (Adapted from Furman, S., et al., 1977a. The ventricular endocardial electrogram and pacemaker sensing. J. Cardiovasc. Thorac. Surg. 73: 258–266. Copyright Mosby Year Book Inc. Used by permission).


The electrograms of Figures 8.3 and 8.4 are of the biphasic type (the intrinsic deflection excursions are both positive and negative with respect to the isoelectric baseline), but considerable variation exists in polarity and morphology. Furman et al. (1977b) state that 58% of acute unipolar ventricular electrograms are biphasic, while 30% are monophasic negative and 12% are monophasic positive. The same reference gives the characteristics of the chronic ventricular electrogram as 68% biphasic and 32% monophasic negative with no S–T segment elevation. The chronic electrogram shows amplitudes comparable to those of the acute electrogram but some decrease in slew rate (the rate of maximal voltage change in the intrinsic deflection) was noted as the tissue–electrode interface aged. A later study by Furman (1993) reports similar data.


The unipolar atrial electrogram is morphologically similar to the ventricular electrogram; 89% of atrial electrograms were found to be biphasic and 11% were monophasic negative with little change in the intraatrial signal as the electrode matured (Furman et al., 1977b). Furman (1993) states that 14% of acute intraatrial electrograms show current of injury. An example of the atrial electrogram is shown in Figure 8.5.


The studies of Furman et al. (1977a, 1977b) found wide variations in the characteristics of the intracardiac electrogram. The amplitudes of the acute intraventricular electrograms ranged from 2.0 mV to 36.4 mV with a mean of 12.4 mV. Chronic intraventricular electrograms ranged from 1.2 mV to 26 mV with a mean of 10.5 mV. Mean slew rates for intraventricular electrograms were 1.5 mV/ms for acute electrograms and 0.9 mV/ms for chronic electrograms. Amplitudes of intraatrial electrograms were typically smaller than those of the intraventricular electrogram (a mean value of 4.83 mV was reported).
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Figure 8.5  Unipolar atrial electrogram. Note that the amplitude of the atrial electrogram is smaller than that of the ventricular electrograms of Figures 8.2 and 8.3. The crosstalk from the far-field ventricular potential is also apparent. (Adapted from Furman, S., Hurzeler, P., and DeCaprio, V. 1977b. Cardiac pacing and pacemakers III. Sensing the cardiac electrogram. Am. Heart J. 93:794–801. Copyright Mosby Year Book Inc. Used by permission).


Myers et al. (1978) studied of the effects of load resistance (simulating the input impedance of a pacemaker amplifier) and electrode size on intraventricular unipolar electrograms in 30 human subjects involving both pulse generator replacement and new pacemaker implantation. Their results demonstrated a positive correlation between R-wave amplitude and electrode area which became more pronounced as the load resistance was decreased. Mean R-wave amplitude with large (>20 mm2) electrodes was 17.8 mV for a 100   kΩ load resistance, decreasing to 14.8 mV for small (8 mm2 ± 10%) electrodes. The corresponding figures for a load resistance of 10 kΩ were 15 mV and 10.6 mV. Slew rates in the range of 2.03 mV/ms (with a load resistance of 100 kΩ and large electrodes) to 1.29 mV/ms (with a load resistance of 10 kΩ and small electrodes) were reported. 


Kleinert et al. (1979) studied unipolar intraventricular and intraatrial electrograms. They reported that intraventricular R waves ranged from 3 mV to 24 mV with slew rates from 1 mV/ms to 6 mV/ms. Most of the data presented in this study were obtained from patients receiving new pacemakers; this is reflected in the observation that most of the intraventricular electrograms showed S–T segment elevation. The few chronic cases incorporated in this study showed negatively-inflected T waves with rounded morphologies and amplitudes of 3 mV. Intraatrial P waves ranged from 1.2 mV to 11 mV with slew rates from 0.3 mV/ms to 3 mV/ms; intraatrial pickup of ventricular QRS complexes ranged from 0.2 mV to 3 mV with slew rates of approximately 0.05 mV/ms. Ventricular T waves were essentially undetectable in the intraatrial electrogram. Kleinert et al. reported studying 15 ventricular and 16 atrial electrodes, although one atrial electrode was excluded from the study due to inconsistent results attributed to electrode flotation.


Parsonnet et al. (1980) reported results of studies of intraatrial unipolar electrograms utilizing various load resistances (100 kΩ, 20 kΩ, 10 kΩ, and 2 kΩ) with electrodes of fixed area (11 mm2). The P waves were mostly biphasic (similar to Figure 8.5); an unusually-long duration P wave was recorded from a patient manifesting complete atrial-ventricular dissociation.  The P waves recorded in this study ranged from a mean of 4.92 mV (representing 20 cases spanning a range from 3.1 mV to 8.1 mV) with a terminating resistance of 100 kΩ to a mean of 3.3 mV (representing 5 cases spanning a range from 1.8 mV to 4.9 mV) with a terminating resistance of 2 kΩ. The mean slew rates were observed to fall with decreasing terminating resistance (from 0.915 mV/ms for a terminating resistance of 100 kΩ to 0.63 mV/ms for a load resistance of 2 kΩ). 


Irnich (1985) presented a model for the genesis of the intracardiac electrogram in which the spread of depolarization in the myocardium is viewed as the uniform linear motion along the myocardial wall of a pair of orthogonal electric dipoles. The longitudinal dipole is oriented parallel to the myocardial wall while the transverse dipole is normal to the myocardial wall. The total potential at any intracardiac observation point is the superposition of the potentials due to each individual dipole. The unipolar intracardiac electrogram is represented as the time-varying potential recorded at an intracardiac observation point relative to a reference (presumed to be at infinite distance) as the dipole pair moves along the myocardial wall. The bipolar electrogram is represented as the difference between the time-varying potential at two intracardiac observation points. This simple model successfully explains the clinical observation that some intracardiac electrograms exhibit monophasic morphology while others exhibit biphasic morphology; the motion of the longitudinal dipole past the observation point will result in a biphasic morphology, whereas the motion of the transverse dipole will result in a monophasic morphology. The observed morphology depends upon which dipole is predominant. The model is somewhat less successful in predicting signal amplitude as a function of electrode area; the model predicts a reduction in signal with increasing electrode area, whereas Myers et al. (1978) found the converse. Experimental results cited in this study found 60% of 133 acute intraventricular electrograms were biphasic while 30% of 20 chronic intraventricular electrograms were biphasic. Monophasic positive intraventricular morphologies were noted only in cases in which myocardial injury was present. All acute intraatrial electrograms (7 cases) were biphasic. 


Some of the studies previously cited also examined bipolar electrograms. Furman et al. (1977b) compared the tip unipolar signals and bipolar signals obtained simultaneously from the same intraventricular lead and found little difference in either mean intrinsic deflection amplitude or slew rate. This study found that 51% of the bipolar electrogram intrinsic deflections were smaller than those of the simultaneous unipolar electrograms; the bipolar electrogram amplitudes exceeded their simultaneous unipolar amplitudes in 43% of the cases. Unipolar and bipolar amplitudes were found to be equivalent in the remainder of the cases. It was reported that 2% of the cases manifested bipolar electrograms too small to be sensed while the simultaneous unipolar electrogram was of adequate amplitude for sensing. This finding appears to confirm the theoretical possibility that the spreading myocardial depolarization could produce similar potentials at each electrode of a bipolar electrode pair, resulting in little or no potential difference. Irnich (1985), however, claimed to have never encountered inadequate bipolar sensing in clinical practice; this agrees with the experience of Detwiler (1994). Parsonnet et al. (1980) presented bipolar intraatrial electrogram data from two cases with load resistances of 100 kΩ and 20 kΩ. The amplitudes were 4.4 mV and 9.1 mV for a load resistance of 100 kΩ; the figures for a terminating resistance of 20 kΩ were 4.3 mV and 6.2 mV. Measured slew rates were 0.92 mV/ms and 1.9 mV/ms for a terminating resistance of 100 kΩ and 0.82 mV/ms and 1.31 mV/ms for 20 kΩ. The principal benefit of bipolar sensing was the reduction in the effect of far-field signal sources; Parsonnet et al. (1980) noted that ventricular crosstalk in the intraatrial electrogram was completely attenuated by bipolar sensing without concomitant sacrifice in atrial signal. Furman et al. (1977b) reported that canine studies had shown that the atrial bipolar endocardial electrodes reduced ventricular potentials sensed in the atrium by 80% relative to the corresponding simultaneous unipolar electrogram.


The results cited in the preceding paragraphs were obtained with endocardial electrodes. Furman et al. (1977b) reported observations of chronic right- and left-ventricular epicardial electrograms; the mean left-ventricular amplitude in 9 cases was 18.0 mV with a mean slew rate of 1.85 mV/ms, while the corresponding right-ventricular results in 14 cases were 11.24 mV and 1.09 mV/ms. 


We see from the studies cited above that intracardiac electrograms exhibit wide variation in amplitude, slew rate, and morphology; successful sensing over such a wide range of signal characteristics represents a significant design challenge. The desirability of pacemaker devices whose sensing functions may be programmed in situ (to customize the pacemaker to the patient) is apparent.

8.1.3 Frequency-domain characteristics of intracardiac electrograms

Irnich (1984, 1985) indicated that widely-reported data concerning the spectral content of signals encountered by pacemakers were erroneous. The figures cited by Irnich indicate that T waves contain energy at frequencies below 10 Hz while R waves contain components extending from 20 Hz to 45 Hz; the frequency content of P waves extends from 50 Hz to 90 Hz, while that of electromyographic signals extends from 80 Hz to 1 kHz. Schaldach (1992) appears to confirm these figures, citing design frequencies of maximal response of 70 Hz for atrial sensing and 40 Hz for ventricular sensing with asymmetric low- and high-frequency responses (four poles of high-pass filtering and two poles of low-pass filtering, providing a sharp rolloff at low frequencies to reject repolarization potentials). Other studies, however, confirm Irnich’s claim that these data are incorrect. Kleinert et al. (1979) analyzed the spectral energy density of intracardiac signals and found maxima of approximately 30 Hz for the intraatrial signal and 20 Hz for the intraventricular signal. The frequency of maximal T wave energy density was below 3 Hz . The maximal energy density of the P wave was less than the maximal energy density of the R wave by a factor of approximately 10. This study concluded that ventricular and atrial spectra are sufficiently similar that sensing circuits of similar frequency response may be used for both, a finding confirmed by Olson (1994a). Parsonnet et al. (1980) noted that the frequencies of P wave spectral maxima were inversely related to pacemaker amplifier input resistance (rising from approximately 25 Hz at a resistance of 100 kΩ to 30 Hz with a resistance of 20 kΩ). Ohm et al. (1977) concluded that the spectra of myopotential signals and endocardial signals have a significant degree of overlap. 


The Fourier transform XE  "Fourier transform"  of the chronic ventricular electrogram of Figure 8.4 is shown in Figure 8.6. The most prominent spectral peak is associated with ventricular repolarization (T wave); the next-larger spectral peak is associated with ventricular depolarization (R wave).
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Figure 8.6 Fourier transform of the unipolar chronic ventricular intracardiac electrogram of Figure 8.3 as computed by PSpice 5.2 (MicroSim Corp., Irvine, CA). The spectral peaks associated with the T wave and R wave are readily apparent.


Figure 8.6 gives some idea of the requisite frequency response characteristics of pacemaker sensing circuits; in particular, the necessity of a steep low-frequency rolloff to avoid T-wave sensing is apparent.

8.1.4 Test signals

Ex-vivo specification and measurement of pacemaker sensing-circuit sensitivity cannot be discussed apart from the nature of the test signal. The problem of generation of a test signal with physiological fidelity is not easily solved; we have already seen that wide variations in amplitude and morphology exist among individuals. Among those factors which contribute to the shape of the intracardiac electrogram are lead placement within the heart, lead type, and the health of the heart tissue; amplitudes vary from patient to patient (as we have already seen) and, with time and health, within a given patient (Anonymous, 1975). 

 
Various test signals have been used or proposed; among those which have been used are rectangular pulses, half cycles of a sine wave, and the haversine (sine squared) waveform. Irnich (1985) proposed an alternative test signal which consists of an asymmetrical negative-going triangle wave, but this waveform has not earned acceptance. The sine squared waveform appears to offer the best compromise between physiological fidelity and ease of generation. 

8.1.5 Other requirements

Pacemaker sense amplifiers must be light and compact to fit within the mass and size constraints imposed by the pacemaker package. They must operate correctly with battery voltages as low as 1.5 V and must be tolerant of battery-voltage drop as the battery ages; and they must consume as little electrical energy as possible. The wide range of possible intracardiac signals which the pacemaker may encounter highlights the desirability of being able to change the detection threshold (sensitivity) through external programming.

8.2  Continuous time circuits

8.2.1 Discrete component circuit designs

Early pacemaker sense-amplifier designs were realized with discrete components utilizing printed circuit board or hybrid circuit techniques; space and power-consumption constraints imposed limits on the complexity of the circuits. This section is intended to provide some insight into the creativity with which design engineers have approached the unique problems of pacemaker sense-amplifier design while working within the constraints of available technology.


Figure 8.7 shows a ventricular sense amplifier described by Greatbatch (1972, 1994). JFET Q1, bipolar transistors Q2 and Q3, and associated passive components form a dc-coupled amplifier whose output voltage is developed at the emitter of Q3. Let the output voltage be designated V3; the small-signal gain of the amplifier is:
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                             (8.1a)

where 

is the transfer function of the twin-T notch filter comprised of R1–R3 and C1–C3; 

 is the transconductance of JFET Q1; 

is the common-emitter input impedance of Q2; 

and 

 are the small-signal current gains of Q2 and Q3, respectively; and the zero and two poles are given by:
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                                   (8.1b) 

This circuit displays design ingenuity which deserves additional comment. The use of PNP bipolar transistor Q2 in conjunction with JFET Q1 stabilizes the dc gain of the circuit at approximately –R6/R5 regardless of unit-to-unit variations in the transconductance of Q1. The location of the zero at s =–1/R5C4 is fixed by component values, while the locations of the two poles are subject to some unit-to-unit variability due to the dependence upon parameters of bipolar transistors Q2 and Q3. 


The transfer function of the twin-T notch filter, T(s), can be developed after straightforward (although somewhat tedious) circuit analysis which will not be included here. Let us choose R1 and R2 to be equal and set their value to R ; let us also fix the value of C2 to be C. Let us choose R3 = R/2 and C1 = C3 = C/2. If we do so, we find that the twin-T notch filter has equal numbers of poles and zeros with a pair of zeros at s = ±j/2RC. The twin-T circuit exhibits unity gain for both dc and high frequencies while having a notch at a frequency of 1/4πRC. With the values used by Greatbatch (R = 300 kΩ and C = 0.02 µF), the notch frequency is approximately 53 Hz. The inclusion of the notch filter is particularly noteworthy in that it demonstrates that the possibility of interference from power-line sources was being considered in pacemaker amplifier design as early as the late 1960s.
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Figure 8.7  Ventricular sense amplifier XE  "sense amplifier"  described by Greatbatch (1972). Note particularly the discrete-circuit implementation and the twin-T notch filter for 60-Hz rejection. Components in this figure which lack component designations (R2, C5) comprise an output stage which is not part of the linear amplifier. The linear amplifier output voltage appears at the emitter of Q3 and is designated V3 in the text and in this figure. The output Vo produces an output pulse with each ventricular depolarization; this pulse inhibits the stimulus pulse generator.

Figure 8.8 shows the results of SPICE analysis XE  "SPICE analysis"  of the circuit of Figure 8.7 using generic JFET and bipolar transistors models for Q1-Q3. The predicted maximal gain of 36.5 dB occurs at approximately 10 Hz. Note the low-frequency gain is approximately 2.8 (9 dB), which is close to the ratio of R6 to R5. The effects of the zero and the poles of the active amplifier circuit are evident, as is the notch inserted by the twin-T network. 


The linear amplifier of Figure 8.7 supplies its output voltage to a passive RC differentiator connected to the base of a 2N2450 transistor normally biased in cutoff. A ventricular depolarization would result in a biphasic pulse at the base of this output transistor; the negative-going portion of this pulse would turn on the output transistor and provide a positive-going pulse at output Vo. This pulse would inhibit the otherwise free-running oscillator which produces ventricular-stimulation pulses.


Schaldach and Furman (1975) give other examples of pacemaker-amplifier design techniques in the early 1970s with diagrams of amplifier circuits from instruments produced by Medtronic Inc., American Optical Company, and Cordis Corporation, all of which utilized discrete circuit techniques like the circuit of Figure 8.7.  
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Figure 8.8  Frequency response of the ventricular-sensing amplifier of Figure 8.7 as calculated by SPICE using generic models for Q1–Q3. 


The circuit of Figure 8.7 operates with fixed gain and sensing threshold. Later developments incorporate circuit variations which permit adjustment of sensitivity by means of variable-gain amplifiers or adjustable-threshold voltage comparators. DeCote (1988) provides an example of the latter approach. A fixed-gain amplifier provides an amplified and filtered cardiac signal to a pair of voltage comparators, the ratio of whose threshold voltages is determined by a resistive voltage divider. A DAC operating under microprocessor control sets the voltage across the divider such that the more sensitive comparator is triggered by cardiac activity while the less sensitive comparator is not. A significant change in cardiac-signal amplitude will cause both comparators to trigger or neither to trigger, in which case the microprocessor can take the appropriate corrective action to find a new sensing threshold. 


Figure 8.9 shows a published circuit of a less-elaborate means of achieving the same end (optimum sensing) by means of a gain-control amplifier. MOSFET switches S1 and S2 commutate at a rate which is determined by external microprocessor control; depending upon the duty cycle of the switches the average gate-to-source voltage may be varied between 0 and –(Vdd–Vc). This permits control of the channel resistance of Q1 and thus the voltage gain of the entire circuit. A gain range of 30:1 is claimed for the circuit of Figure 8.9. This circuit was utilized as part of a cardioverter/pacer system which could distinguish the low-level ventricular electrical activity characteristic of ventricular fibrillation from the absence of activity characteristic of asystole or the slow activity of bradycardia and thus to apply the appropriate electrical therapy (cardioversion or pacing).


The space, weight, and power restrictions of cardiac pacemakers place a premium on circuit performance with a minimal number of components. Figure 8.10 is a notable example of simplicity and economy of design. It is also notable for its use of operational transconductance amplifiers XE  "operational transconductance amplifiers"  (OTAs), devices that differ from traditional operational amplifiers in that they act as voltage-controlled current sources instead of voltage-controlled voltage sources. The transconductance (ratio of output current to differential-input voltage) of the LM3080 OTAs used in this circuit may be controlled by adjusting the amplifier bias current (Ib in Figure 8.10). 
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Figure 8.9  Gain-control amplifier (Menken, 1989). Switches S1 and S2 are controlled by a digital microcontroller; the duty cycle of the switches determines the gate-to-source voltage of JFET Q1, which is utilized as a voltage-controlled resistance. A gain range of 30:1 is claimed for this circuit.


JFET Q1 and source resistor R9 form a constant current source which drives the voltage-divider string consisting of R2, R4, and the parallel combination of R5, R7, and R8. The current source thus establishes the quiescent operating point of U1 (the voltage at the junction of R2 and R4) and two voltage levels used as comparator thresholds, one above and one below the quiescent point of U1. The current delivered by Q1 splits three ways at the node common to R5, R7, and R8 and thus supplies equal bias currents to each OTA. U1 is used as a linear amplifier with transfer function:
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         (8.2)

If the conditions of Eq. (8.2) are satisfied, the OTA used for U1 gives the same performance as a traditional operational amplifier. OTAs U2 and U3 are employed as high-gain voltage comparators; they are operated open-loop and their outputs, used to drive the gates of MOS switch transistors, are operating into virtually open circuits. Threshold voltages for these comparators are derived from the output current of Q1 flowing through R2 and R4. Thus a common current source sets the operating point of U1, establishes the comparator thresholds, and provides bias currents to the three OTA devices.
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Figure 8.10  Amplifier/comparator combination (Renirie et al., 1976). This circuit is a particularly noteworthy example of simplicity and economy of design. Integrated circuits U1–U3 are LM3080 operational transconductance amplifiers (OTAs). Outputs of U2 and U3 are shown as voltages instead of currents since the load resistances driven by these devices are extremely high, causing them to operate in a voltage-output saturation regime instead of a current-output linear regime.

8.2.2 Monolithic circuit techniques

Pacemaker technology has been driven toward monolithic-circuit implementations to satisfy demands for increasing flexibility and functionality within the constraints of limited space and battery power. The integration of sense-amplifier circuits on the same silicon die as the digital circuits is a natural consequence of this technical evolution. Some of the techniques used in monolithic fabrication of cardiac-pacemaker analog circuits and the limitations of those techniques will be discussed in the section to follow.

8.2.3 CMOS operational amplifiers

Micropower operation of MOSFETs is achievable by exploiting the subthreshold regime. Unlike the saturation region in which drain current is a function of the square of the gate-to-source voltage, subthreshold or weak-inversion operation demonstrates an exponential relationship between drain current and gate-to-source voltage (Stotts, 1989):
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                                         (8.3)

in which 

 is the drain current, 

 is a process-dependent leakage current, 

 is the MOSFET gate-width-to-channel-length ratio, 

 is the gate voltage, 

 is the MOSFET threshold voltage, 

 is the weak-inversion slope factor (always 1 or greater), k is Boltzmann's constant, 

 is the charge of an electron, and T is temperature in K. Equation (8.3) incorporates simplifications which may be made when the source-substrate voltage is zero and the drain-to-source voltage is greater than 

 (about 81 mV at 310 K). 


We may compute the transconductance of the MOSFET by differentiating Id with respect to 

:
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                       (8.4)

Stone et al. (1984) report room-temperature (300 K) values of 

 of 54 mV for n-channel and 41 mV for p-channel devices that they fabricated; since 

 has a value of 26 mV at 300 K, we find that 

 has a value of 1.6 to 2.0. This is also a process-related parameter, but we may take it to be indicative of the range of values which 

 may take. An n-channel device like those cited above would, by Eq. (8.4), exhibit a transconductance of 1.85 µS at a drain current of 100 nA. Eq. (8.4) demonstrates that the transconductance of the MOSFET in weak inversion is directly proportional to its drain current. The designer of micropower MOS linear circuits faces a tradeoff between transconductance and power consumption; higher transconductance comes at the expense of higher drain current. Operation of the MOSFET in weak inversion is analogous to the bipolar transistor in which small-signal transconductance is directly proportional to collector current. Compared to bipolar transistors, MOSFETs present both advantages and disadvantages for linear-circuit applications. The bipolar transistor has greater transconductance and lower 

 flicker noise XE  "flicker noise"  (which is the dominant noise component at frequencies of interest in biomedical applications); the MOSFET has advantages for monolithic implementation since monolithic MOS circuits do not require the isolation diffusions between devices necessary in bipolar monolithic circuits. Since CMOS is the technology of choice for the micropower digital circuits of the pacemaker, the use of CMOS in the linear portions of the pacemaker is natural. 


Successful application of MOSFETs in low-voltage applications requires careful control of threshold voltage. Metal-gate technology may be used to manufacture n-channel devices with low threshold voltages, but aluminum-gate p-channel devices will exhibit threshold voltages of –2 V or less (Swanson and Meindl, 1972), requiring silicon-gate technology for low-threshold p-channel devices. Control of threshold voltage may be effected by ion implantation (Streetman, 1980).  

8.2.4 Operational amplifiers XE  "Operational amplifiers" 


Figure 8.11 shows a simple two-stage CMOS operational amplifier of the type analyzed at length by Gray and Meyer (1982).
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Figure 8.11  Simple two-stage CMOS operational amplifier similar to circuits described by Stone et al. (1984) and Gray and Meyer (1982). The current sources may be made with a simple NMOS current mirror circuit.


Figure 8.12 shows a small-signal model thereof. Analysis of the model of Figure 8.12 yields the following transfer function:
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                                                        (8.5)
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where 

 is the transconductance of the first stage (differential pair Q1 and Q2); 

 is the transconductance of the output stage (Q5); 

 and 

 are the output conductance and capacitance, respectively, of the first stage; 

 and 

 are the output conductance and capacitance (including load conductance and capacitance) of the second stage; and 

 is the compensating (or pole-splitting) capacitance in Figure 8.11. Equation (8.5) shows the existence of a right-half-plane zero, which may pose a problem of excess phase shift for micropower MOS circuits operating at low transconductances. In a similar two-stage bipolar amplifier, the higher transconductance of the second stage would move the zero further from the s-plane origin and thus diminish its effect. Gray and Meyer (1982) show that the voltage gain of a common-source MOS transistor under open-circuit conditions is inversely related to drain current until the drain current is reduced to the point at which the weak-inversion regime begins; the voltage gain then remains relatively constant at a value similar to that attainable with a bipolar transistor. This would appear to be anomalous, given that we have already seen that the transconductance of an MOS device in weak inversion is directly proportional to drain current (see Eq. (8.4)).
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Figure 8.12  Small-signal model of two-stage MOS amplifier. The differential input of the circuit in Figure 8.11 may be converted to the single-ended configuration above by connecting the inverting input to signal (ac) ground.  


The open-circuit voltage gain of a common-source MOS transistor amplifier is gm/go, where gm is the FET transconductance and go is the FET output shunt conductance (defined as 

, where 

 is the drain current and 

 is the drain-to-source voltage). The decrease in transconductance with decreasing drain current in weak inversion is compensated by a decrease in output conductance, causing the open-circuit voltage gain in weak inversion to be relatively constant. If a fixed external load resistance RL were applied to the output of the FET, however, the available voltage gain would be gmRL if RL << 1/go; in the case of such a fixed external load resistance, we would expect to see the available voltage gain decrease with decreasing dc drain current. Even though the simple two-stage CMOS amplifier is seen to be quite sensitive to loading of its output (both capacitive and resistive), it is nevertheless useful in monolithic pacemaker design in which its output drives only internal (high-impedance) circuit nodes; it does not need the output-drive capacity of a general-purpose operational amplifier. 


Figure 8.13 shows a design of a MOSFET-based OTA based upon a differential pair (Q3 and Q4 ) and simple current-mirror circuits; this amplifier is similar to circuits described by Stotts (1989) and Laker and Sansen (1994). Its topology resembles that of the amplifier of Figure 8.11 from which Figure 8.13 differs in that Figure 8.13 lacks both the common-source output stage and the compensation capacitor of Figure 8.11.

8.2.5 Monolithic low-frequency filters

Monolithic filters XE  "filters"  with critical frequencies in the range of interest for biomedical applications are difficult to fabricate. Active RC filters require precise control of their constituent resistances and capacitances if the design frequency-response characteristics are to be realized, and such precise control requires that the resistances and capacitances be implemented by discrete components instead of by monolithic fabrication techniques. The frequencies of interest in cardiac pacemaking are well below 100 Hz, requiring that active filters be made with fairly long time constants (for example, a single-pole RC low-pass filter with a corner frequency of 70 Hz requires a time constant of 2.27 ms). Stotts (1989) estimates the largest practicable value of monolithic capacitance at 20 pF per pole; direct realization of this time constant with such a capacitor would require a resistance of 113 MΩ, which would be impracticable in monolithic fabrication. 


One technique for achieving long time constants while using small values of capacitance is capacitance multiplication, illustrated in Figure 8.14. This circuit differs from traditional operational-amplifier circuits in that the output voltage of the operational amplifier is not used directly but is utilized to cause specific terminal characteristics (in this case, a virtual capacitor). The relationship of input voltage to input current of the capacitance-multiplier is given by:
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 EMBED Word.Picture.8  


Figure 8.13  CMOS operational transconductance amplifier. Q3 and Q4 form a differential NMOS pair; the drain current of Q3 drives PMOS current mirror Q5–6. The output current is the difference between the drain currents of Q4 and Q5. Ib is the bias-current input. Q1 and Q2 form an NMOS current mirror circuit.
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Figure 8.14  Capacitance multiplication. The physical capacitor and active circuit appear to be a virtual capacitor whose value is multiplied by 1+R1/R2.


Thus the input of the network appears to be a capacitor multiplied by a factor of (1 + R1/R2). Stotts (1989) reports that successful monolithic continuous-time filter circuits with corner frequencies in the range of 10 Hz to 500 Hz have been built utilizing capacitance multiplication in conjunction with the technique of transconductance reduction. These monolithic filter circuits are particularly useful as anti-aliasing filters for discrete-time circuits which are the subject of the following section.

8.3  Discrete-time (switched-capacitor) circuits

Switched–capacitor networks offer an alternative to RC active and passive networks and have significant advantages for implanted medical device applications: 

1.
A switched-capacitor network has critical frequencies which are functions of the ratios of capacitors, not the absolute values of capacitors and resistors.

2.
A switched-capacitor filter XE  "switched-capacitor filter" ’s critical frequencies are also determined by an external clock; a sufficiently low clock frequency can be used with a switched-capacitor filter to program frequency-response characteristics suitable for processing signals of biomedical origin without having to incorporate large values of resistance or capacitance.

3.
Monolithic switched-capacitor technology is compatible with the monolithic fabrication techniques used to manufacture CMOS digital circuits.


These advantages are balanced by disadvantages of the switched-capacitor technique relative to continuous-time techniques:

1.
Switched-capacitor filters are discrete-time systems and are thus subject to aliasing unless steps are taken to band-limit the signals reaching the filter.

2.
Switched-capacitor filters are subject to clock feedthrough, which manifests itself as a source of both noise and of dc offset. The dynamic range (defined as the range of output amplitudes bounded by saturation at one extreme and the noise floor on the other) of switched-capacitor networks is less than that of their continuous-time counterparts.


The advantages of switched-capacitor techniques outweigh the disadvantages; in particular, the ability to switched-capacitor technology to synthesize monolithic low–frequency filters in a technology compatible with digital-circuit fabrication is of great importance.

8.3.1 Switched-capacitor network fundamentals

Refer to Figure 8.15. A capacitor of capacitance C is connected to a matrix of four switches activated by a two-phase clock whose phases are ø1 and ø2. Note that the two clock signals are nonoverlapping (i.e., ø1 and ø2 are never both low or high at the same time). It is not important whether these switches are active-high (as will be assumed in the illustrations to follow) or active-low; what is important is that switches controlled by ø1 and those controlled by ø2 never be simultaneously ON. If it is assumed that Vi and Vo may vary at rates much less than the frequency of the clock signals, capacitor C charges to (Vi – Vo ) when clock ø2 is active and is discharged when clock phase ø1 is active. Since both clock phases will be active once during the course of one clock cycle, the capacitor thus passes a charge of C (Vi – Vo ) between the input and output voltages with each clock cycle. If the clock frequency is f, the charge transferred per second is f C (Vi – Vo). The switched capacitor appears to be an effective resistance whose value is given by:
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                             (8.7)

The effective resistance of the switched capacitor is thus inversely proportional to both the capacitance and the switch frequency. Small capacitors suitable for monolithic fabrication can manifest very large values of effective resistance; for example a 2-pF capacitor switched at 10 kHz will have an effective resistance of 50 MΩ.
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Figure 8.15  Switched–capacitor analog of a resistor. Switches labeled “ø1” are ON when controlling waveform ø1 is high and OFF when ø1 is low; switches labeled “ø2” are likewise ON when waveform ø2 is high and OFF when ø2 is low. Note that the two phases of the clock are nonoverlapping, preventing the two sets of switches from being ON at the same time. Charge is transferred between Vi and Vo at a rate of fC(Vi–Vo) C/s, making the switched capacitor appear to be an effective resistance equal to 1/fC. 
Switched-capacitor integrators 

The effective resistance of a switched capacitor may be combined with operational amplifiers and nonswitched capacitors to make integrators which are core building blocks of filter synthesis. Figure 8.16 shows an implementation of an integrator with a differential input. Switched capacitor Ci is charged to (V1 – V2) when clock phase ø1 is active; when clock phase ø2 is active, Ci is connected between physical ground and the inverting input of the operational amplifier. Presuming that the op amp has high open–loop gain and very high input impedances, all of the charge stored on Ci during ø1 will be transferred to the nonswitched feedback capacitor Cf during ø2. Assume that the point at which one clock cycle is presumed to end and another to begin is the point at which ø2’s active state is ending. At the time that clock cycle 

 is ending, the total charge on Cf will be that which was transferred from Ci during cycle 

 in addition to that which was present at the beginning of cycle 

. The charge transferred from Ci to Cf during phase ø2 of cycle 

 is that transferred to Ci during clock phase ø1 of that same cycle. A difference equation may be written to reflect the charge stored on Cf at the end of switching cycle 

:
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where ∆Vi = V1 – V 2 and T is the sample period given by T = 1/f . The notation ∆Vi (nT – T/2) denotes the differential voltage ∆Vi which existed across Ci at one​-half switching period before time nT , i.e., at the time at which ø1 was active.
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Figure 8.16  Lossless differential-input switched-capacitor integrator. Note the timing of the two non-overlapping clock signals; cycle nT ends at the point at which clock phase ø2 makes its transition from the ON to the OFF state. The illustration above assumes that switches close when their controlling clock signals are high, although active-low switches are equally suitable.

Application of the z-transform to Eq. (8.8) and algebraic manipulation gives the z-domain transfer function of the circuit in Figure 8.16:

 

                                             (8.9)


To find the steady-state ac response of the switched-capacitor integrator, we may evaluate the transfer function above with the substitution 

. If 

 (which is implied by the condition imposed above that V1 and V2 vary slowly compared to the clock frequency), we may make the approximation 

. Thus the transfer function approximates that of a continuous-time lossless integrator:
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Figure 8.17  Lossy differential-input integrator (single-pole low-pass filter). 


The lossless integrator is a very useful building block for implementation of various filter topologies; for example, two lossless integrators may be combined with one summing operational amplifier to realize a state-variable filter from which may be simultaneously derived high-pass, low-pass, and bandpass outputs. The lossy integrator (single-pole low-pass filter) is similarly a useful building block in filter synthesis. The lossless switched-capacitor integrator may be modified by the addition of another switched capacitor Cx to provide a leakage path for charge stored on the feedback capacitance Cf. Charge stored on Cx during clock phase ø1 is returned to the op-amp summing node during clock phase ø2 in such a way as to reduce the charge stored on Cf. Were there no differential input voltage present (i.e., were ∆Vi = 0 ), the path provided by Cx would eventually completely discharge feedback capacitance Cf in a manner analogous to that of a physical resistance in parallel with Cf.


The difference equation governing the lossy integrator is a modification of that governing the lossless integrator; the only change involved is the addition of the term involving Cx:
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The transfer function of the lossy integrator is likewise similar to its lossless counterpart except for an additional denominator term which shows the effect of Cx:
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                                    (8.12)

Making the substitution 

gives the frequency-domain transfer function of the lossy integrator:
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If we again make the approximation that 

 is small, 

 and 

; the frequency response of the lossy integrator is then:
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This is the transfer function of a single–pole low-pass filter with dc gain Ci/Cx and (radian) corner frequency Cx/TCf. One of the previously–mentioned advantages of switched–capacitor networks is now made evident; both the dc gain and the cutoff frequency of the lossy integrator are determined by the ratios of capacitors, not their absolute values. This makes possible the implementation of monolithic switched-capacitor networks with capacitors in the picofarad range which are nevertheless usable as filters at frequencies characteristic of cardiac electrical activity. A switched-capacitor low-pass filter utilizing Cx = 1 pF, Cf = 8 pF, Ci = 10 pF, and a switch frequency of 2 kHz will manifest a dc gain of 10 and a corner frequency of 40 Hz; Figure 8.18 below compares this circuit with its continuous-time counterpart. Note the differences in the responses of the two networks are virtually identical for frequencies below 300 Hz, but that they begin to diverge as the signal frequency rises. Also note that the response of the switched-capacitor network between signal frequencies of 1 kHz and 2 kHz is the mirror image of the response between dc and 1 kHz; this symmetry about half the switch frequency is characteristic of sampled-data systems. 
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Figure 8.18  Comparison of the gain vs. frequency characteristics of a switched-capacitor single-pole low-pass filter and its continuous-time equivalent. The continuous-time filter has a dc gain of 20 dB and a corner frequency of 40 Hz; the switched-capacitor circuit is clocked at 2 kHz and utilizes the topology of Figure 8.17 with Cx = 1 pF, Cf = 8 pF, and Ci = 10 pF. 

Parasitic-insensitive switched-capacitor networks

The lossless and lossy integrators shown above are adequately described in the preceding equations only if the effects of the parasitic capacitances shown in Figure 8.19 are ignored. Leakage capacitor Cx is assumed to have an associated parasitic capacitance to ground designated Cpx. Floating input capacitor Ci has two associated parasitic capacitances to ground designated Cp1 and Cp2. Note that Cpx has the effect of increasing the value of Cx, reducing the gain of the circuit and increasing the corner frequency. The role of the parasitic capacitances associated with floating input capacitor Ci is somewhat more complex. The parasitic capacitance Cp1 charges to V1 on clock phase ø1, but this capacitor is simply discharged during ø2 and none of the charge stored on this parasitic capacitor during ø1 is transferred to integrating capacitor Cf. The presence of this particular parasitic capacitance is thus seen to be benign insofar as operation of the circuit is concerned.
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Figure 8.19  Differential-input lossy switched-capacitor integrator with parasitic capacitances. Capacitances connected with dashed lines are parasitic capacitances; those connected with solid lines are explicit capacitances.
Parasitic capacitance Cp2 is charged to V2 during clock phase ø1 and is discharged by connection to the virtual ground at the inverting input of the operational amplifier during clock phase ø2, transferring this charge to the feedback capacitance Cf . The difference equation of the differential-input lossy integrator of Figure 8.19 is given by:
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Common-mode rejection of the differential-input lossy integrator depends upon the gain with respect to V1 being equal in magnitude and opposite in sign to the gain with respect to V2. Eq. (8.15) shows that this balance is upset by the presence of parasitic capacitance Cp2 (the coefficients of V1 and V2 are no longer equal), degrading common–mode rejection. 


The problem of parasitic capacitances XE  "parasitic capacitances"  in networks such as that shown in Figure 8.19 may be tolerable in implementations using discrete components in which the explicit capacitances may be many tens, hundreds, or even thousands of picofarads while the parasitic capacitances may be on the order of a few picofarads. Monolithic implementations, however, use capacitances of a few picofarads or, at most, some few tens of picofarads; parasitic capacitances of even 0.5 pF cause significant gain and frequency response errors. Estimates of parasitic capacitances arising from multiple sources—wiring, capacitor plate-to-substrate, junction capacitances in the MOSFET’s switches—range from 10% to 20% of the intended value of a capacitor implemented in monolithic form.
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Figure 8.20  Differential-input lossy integrator in parasitic-insensitive topology with implicit parasitic capacitances. Note the topological changes between this circuit and that of Figure 8.12.


The difficulties posed by parasitic capacitances can be largely overcome by use of parasitic-insensitive topologies in which parasitic capacitances are either prevented from charging or, if they are permitted to charge during the switching cycle, are discharged without permitting their charge to be transferred to the nonswitched feedback capacitance. Figure 8.20 shows the differential-input lossy integrator reconfigured as a parasitic-insensitive circuit.


The parasitic–insensitive topology of the circuit of Figure 8.20 can be qualitatively understood by visualizing the charging and discharging of parasitic capacitances Cp1–Cp4. Note that the topology of Figure 8.20 has made Cx into a floating capacitor and, as such, it now has two parasitic capacitances to ground instead of the one shown in Figure 8.19. Parasitic capacitance Cp1 is charged to V1 during clock phase ø1 and to V2 during ø2, causing Cp1 to appear as a floating resistance between V1 and V2. The effect of Cp1 is to lower the differential input impedance of the circuit, but it has no effect on the output voltage of the circuit. Parasitic capacitor Cp2 is switched to physical ground during clock phase ø1 and is switched to virtual ground during clock phase ø2. Cp2 is therefore prevented from charging or discharging, effectively removing it from the circuit. A similar explanation attaches to parasitic capacitor Cp3. Parasitic capacitance Cp4 is charged to Vo during ø2 but is simply discharged to ground during ø1. This parasitic capacitance acts only as a load on the output of the operational amplifier and has no effect on the charge on the nonswitched feedback capacitor Cf. 


The rearrangement of the circuit causes its output-to-input relationship to differ somewhat from that of the original circuit. Application of charge balance to the explicit (i.e., nonparasitic) capacitors of the circuit in Figure 8.20 gives the following:
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or, in terms of the z–transform,
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The sequential (instead of simultaneous) sampling of V1 and V2 cause this to not be a true differential-input circuit, but it approximates a true differential-input circuit if 

 is small. Figure 8.21 shows the degradation of common-mode rejection ratio with respect to signal frequency as computed from Eq. (8.17) for a parasitic-insensitive differential-input lossy integrator with Cx = 1 pF, Cf = 8 pF, Ci = 10 pF, and a clock frequency of 2 kHz.
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Figure 8.21  Common-mode rejection ratio XE  "Common-mode rejection ratio"  as a function of frequency for a parasitic-insensitive differential-input lossy integrator with Cx = 1 pF, Cf = 8 pF, Ci = 10 pF, and a clock rate of 2 kHz. Note that the abscissa is logarithmic instead of linear as was the case in Figure 8.18.


Parasitic capacitances Cp2 and Cp3 of Figure 8.20 were effectively removed from the circuit by being commutated between physical ground and the inverting input of the operational amplifier which is presumed to be a virtual ground. The effective removal of these parasitic capacitances will not take place, however, if any signal voltage is present at the noninverting input of the operational amplifier. The operational amplifier must have sufficient open-loop gain that its inverting input behaves as a virtual ground if the circuit of Figure 8.20 is to be insensitive to parasitic capacitances. Switched-capacitor circuits also cannot be used to synthesize single-amplifier second-order networks (such as Sallen and Key VCVS topologies) without sacrificing insensitivity to parasitic capacitances. Higher-order parasitic-insensitive filters may be realized by cascading suitable first-order sections or by using a parasitic-insensitive biquad topology.

Parasitic-insensitive bandpass filter

Figure 8.22 shows a typical switched-capacitor biquad circuit consisting of a lossless inverting integrator (the upper branch of the circuit) and a lossy integrator which is noninverting with respect to the upper branch and inverting with respect to the input voltage Vi . This circuit has a single–ended input and has a z-domain transfer function given by:
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Figure 8.22  Switched-capacitor biquad bandpass filter. The lower branch of the circuit, consisting of U1, C1–C3, and associated switches, is a parasitic-insensitive lossy integrator; the upper branch is a parasitic-insensitive lossless integrator. Note that C3 and C1 share a common circuit node and a common pair of switches in this topology since both capacitors have a terminal connected to ground during ø1 and to the inverting input of the operational amplifier during ø2. Compare this with the equivalent nonminimum switch arrangement of the lossy integrator of Figure 8.20.
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A few qualitative observations may be made about this transfer function. This circuit has a zero at z=1, which corresponds to 
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; its dc response is thus zero. Note that if either C4 or C6 is set to zero, the connection between the lossless integrator and the lossy integrator is broken, and the circuit becomes simply a lossy integrator. Figure 8.23 shows the frequency response for the switched-capacitor biquad filter of Figure 8.22 for capacitor values and switch frequency as shown. We note that Eq. (8.18) depends upon capacitor ratios, as did the first-order circuits (lossless and lossy integrators) which were previously discussed; were all capacitor values multiplied by a constant, Eq. (8.18) would remain unchanged. 
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Figure 8.23  Typical frequency response of biquad switched-capacitor filter of the type shown in Figure 8.17. The response begins to deviate from that of a continuous-time filter for frequencies above approximately 100 Hz. This is most evident in the phase response; a continuous-time network’s phase response would asymptotically approach –90˚ for frequencies beyond the response peak.

8.3.2 Components for switched-capacitor networks

Switches

The switches shown in the preceding diagrams are depicted as ideal ON/OFF switches for illustrative purposes. Actual implementation of the switched–capacitor circuits shown above requires the use of circuit elements whose operation approximates that of ideal switches. A CMOS bidirectional switch implementation is shown in Figure 8.24. NMOS transistor Q1 and PMOS transistor Q2 are the series-pass elements; they are switched ON or OFF simultaneously by the voltage applied to both the gate of Q1 and the inverter pair Q3 and Q4. The control voltage directly commutates Q1, and the inverted output of Q3 and Q4 switches Q2 simultaneously with Q1. A single transistor such as Q1 could serve as the pass element, but the ON resistance of such a switch would be more dependent upon the applied signal level than would the resistance of the complementary pair. Note that the Vi and Vo signal levels of the inverter in Figure 8.24 should be constrained to between Vdd and Vss. The use of complementary pass transistors also provides a measure of clock-feedthrough cancellation; the gate signals of Q1 and Q2 are opposed in phase and charge injection via the gate-to-source capacitances of Q1 and Q2 tends to be self-canceling.
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Figure 8.24  CMOS switch implementation.

Capacitors

Figure 8.25 illustrates three of the possibilities for making monolithic capacitors. Figure 8.25(a) shows a metal-over-p+ capacitor in which metallization is applied to a region of thin oxide directly above a p+ well. Figure 8.25(b) is a variation on the structure in (a) in that doped polycrystalline silicon is utilized as the material of the upper plate of the capacitor. Both structures assume that the n–substrate will be connected to the most-positive point in the circuit in order to reverse-bias the p + n junction which the well forms with the substrate. The well-to-substrate capacitance will constitute a voltage-variable parasitic capacitance, and the doping of the p+ well must be sufficiently heavy that the MOS capacitor structure remains in accumulation over all possible signal voltages which may be applied to the capacitor; if this is not the case, the capacitor itself will be voltage-variable and will be a source of distortion in the amplifier or filter in which it is used. Stone et al. (1984) describe the fabrication of poly-over-p+ capacitors as part of a process compatible with the fabrication of CMOS digital circuits; she and her co-workers report that the capacitors they fabricated showed a voltage coefficient of –1700 ppm/V, sufficiently small for most analog amplification and filtering tasks. The same authors report a capacitance of 0.56 pF for a poly-over-p+ capacitor whose plate dimensions were 47 µm 

 47 µm. Given that the dielectric constant of silicon dioxide is 3.9, we can find that the thin oxide layer which forms the dielectric of the capacitor had a thickness of approximately 136 nm. 
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Figure 8.25  Typical MOS capacitor structures. The capacitors in (a) and (b) use a buried p+ well to form one plate of the capacitor; the structure in (c) utilizes two doped polysilicon layers to form the capacitor plates.


Figure 8.25(c) shows the structure of a double-poly capacitor. It differs from those in (a) and (b) by not utilizing a buried layer in the substrate as one plate of the capacitor. This structure requires a double-layer polysilicon process. The silicon dioxide in all three structures in Figure 8.25 must be considerably thicker outside the active areas of capacitors than between capacitor plates to minimize parasitic capacitances.


Recall that switched-capacitor networks exhibit gains and critical frequencies which are functions of capacitor ratios, not of the absolute values of the capacitors. This aspect of switched-capacitor networks lends itself well to monolithic implementation; control of the absolute values of monolithic capacitors like those in Figure 8.25 is difficult, but control of the ratios of these capacitors is considerably more repeatable. Ratiometric capacitors may be directly synthesized by fixing the ratios of the areas of the capacitors, but more precise control of the ratios of capacitors is achieved by forming each capacitor by the parallel connection of several unit capacitors. Fringing of the electric flux at the edges of the capacitor plates and possible photolithographic imperfections should have equal effects on the value of each unit capacitor. The 0.56-pF MOS capacitor described by Stone et al. (1984) was such a unit capacitor.

Operational amplifiers XE  "Operational amplifiers" 
The operational amplifiers described in section 8.3 are suitable for monolithic switched-capacitor networks, including the operational transconductance amplifier. 

It is important that the amplifier be able to deliver sufficient output current to re-distribute the charge stored on switched capacitors to non-switched capacitors during clock phase ø2. Gray and Meyer (1982) state that the minimal open-loop voltage gain required of an operational amplifier in a switched-capacitor network is on the order of several thousand. Stone et al. (1984) report that simple two-stage CMOS operational amplifiers like that of Figure 8.11 have been used with success in two-pole switched-capacitor filter circuits. 

8.3.3 Examples of switched-capacitor circuits 

Figure 8.26 reproduces a part of the switched-capacitor networks described by Morgan (1991). The circuit in figure 8.26(a) will be recognized as a cascade of lossy integrators (single-pole low-pass filters), the first of which has a differential input. The differential stage has a dc gain of 17 as set by the ratio of C3 (4.7 nF) to C4 (270 pF); the dc gain of the second stage is selectable means of the gain-select switches (which are MOS switches, like those described earlier) and may range from a minimum of 1 (when only C6, which has a value of 270 pF, is connected) to

a maximum of 15 (when C6–C9 are all connected). The leakage capacitor C11 of the second stage has a value of 270 pF. Capacitor C7 is 540 pF; C8 is 1080 pF; and C9 is 2160 pF. The clock frequency is given as 2 kHz; at that rate, capacitors C4 and C11 act as effective resistances of 1.85 MΩ, which—paralleled by nonswitched capacitances of 1 nF (C5 and C10 )—give each stage a low-pass corner frequency of 85.9 Hz. The cascade of the two will give a corner frequency of 55.3 Hz. Passive RC low-pass networks R1–C1 and R2–C2 have corner frequencies of approximately 120 Hz, providing bandlimiting to avoid potential aliasing problems.


Figure 8.26(b) shows a high-pass filter, a circuit topology which had not been previously considered, although extending the analysis of earlier circuits to the high-pass case is not difficult. The high-frequency gain of the circuit is given by the ratio of C12 to C14 if C13 is not connected or, if C13 is in the circuit, by the ratio of (C12 + C13) to C14. C12, C13, and C14  all have identical values (2.2 nF), giving possible gains of 1 or 2 for this stage. Switched capacitor C15  has a value of 220 pF; switched at 2 kHz, it manifests an effective resistance of 2.27 MΩ which, in conjunction with nonswitched feedback capacitor C14, gives a high-pass corner frequency of 31.4 Hz. Two subsequent cascaded high-pass stages with the same corner frequency were also shown; the second stage had a high-pass gain of 1.5 while the third stage had a high-pass gain of 3. The high-pass corner frequency of a cascade of three such filters will be 61.5 Hz. Comparing this with the corner frequency of the cascaded low-pass filter (55.3 Hz), we see that the high-pass corner frequency is above the low-pass corner frequency, leading to a passband with a peak at about 58 Hz and with asymptotic slopes of –40 dB/decade for frequencies above the passband and –60 dB/decade for frequencies below the passband. 
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Figure 8.26  Switched-capacitor circuits described by Morgan (1991). Part (a) is the differential-input amplifier and low-pass filter; part (b) represents one of three high-pass stages which are cascaded after the low-pass section above. Only one of the three high-pass filters has switchable gain. Vb is a bias-voltage bus.


The alert reader will have already realized that something is not right in the description of the circuits in Figure 8.26. The circuits as described by Morgan could not be reduced to monolithic form; the capacitor values are much too large for realistic monolithic implementation and the filter topologies chosen are not parasitic-insensitive. In addition, Morgan shows power-supply voltages of ±5 V for the operational amplifiers in his circuit; these voltages are not available in the typical implantable pacemaker. This circuit can nevertheless give some insight into the frequency-response characteristics of a typical pacemaker and can allow us to practice some of the analysis techniques previously explored; for these reasons, it is worth mentioning.


Stotts (1990, 1992) describes switched-capacitor amplifiers XE  "switched-capacitor amplifiers"  similar to the circuit of Figure 8.26(b). Switched-capacitor biquad topologies were employed by Castello et al. (1990) to build a sixth-order bandpass filter for implantable-device applications. They present a filter fabricated in 2-µm CMOS technology which has a center frequency of 50 Hz, a bandwidth of 60 Hz, and draws only 500 nA from a ±1.2 V battery while being capable of driving capacitive loads of 30 pF. This implementation utilized a 2-kHz clock and multiplexed two operational amplifiers among the three biquadratic cells (the operational amplifiers are necessary during the clock phases when charge is being redistributed but not when the charges on the nonswitched capacitors are simply being held). The operating voltage range is given as ±1 V to ±1.8 V. The total silicon area occupied by the filter was given as 2200 mils2. 


The battery specifications cited by Castello et al. (1990) and the use of a dc bias-voltage bus in Figure 8.26 leads to the tentative conclusion that circuit ground is defined at the midpoint between the terminal voltages of the 2.8 V lithium-iodine battery. The ground potential shown in preceding switched-capacitor circuits need not necessarily be identical with the potential of one end or the other of the battery.

8.4  Blanking circuits XE  "Blanking circuits" 
Blanking is necessary during periods of pacing to prevent saturation of the pacemaker sensing amplifier(s). In pacemakers which sense and pace both chambers, blanking is also used to prevent crosstalk between channels, i.e., to prevent the stimulation of one chamber from being interpreted as cardiac activity in the other. 


Figure 8.27 shows a common blanking method. An analog switch (similar to those seen earlier in the discussion of switched-capacitor networks) is controlled by the appropriate blanking output of the digital microcontroller and simply connects the amplifier input through a low impedance to circuit ground during pacing stimuli. The blanking pulse will generally last for some period of time (5–10 ms) after the end of stimulus. 
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Figure  8.27 Blanking network described by Morgan (1991). The blanking control signal activates the analog switch and short-circuits the sense-amplifier input to ground when appropriate to prevent saturation of the sense amplifier by a pulse on the common sensing/pacing lead or crosstalk from pacing of the other chamber.


Herscovici et al. (1984) and Shoulder (1990) disclose another method of blanking. In these cases, an electronic switch turns off the battery voltage to the sense amplifiers during blanking. Both descriptions explain the actions of these circuits in terms of elimination of crosstalk from one channel to the other in a dual-chamber sensing, dual-chamber pacing pacemaker.


DeCote, Jr. (1987) takes yet another approach to the question of saturation during pacing transients. This particular circuit utilizes four operational amplifiers, three of which form a conventional continuous-time instrumentation amplifier. The maximal differential voltage which may appear at the instrumentation amplifier terminals is limited by a pair of back-to-back silicon diodes and the gain of the instrumentation amplifier is calculated such that a transient which causes one or the other diode to conduct will still be of insufficient amplitude to saturate the instrumentation amplifier. The stage following the instrumentation amplifier has an output voltage that is limited by a pair of series-connected Zener diodes to a maximal output voltage within the output-voltage capability of that stage. 

8.5  Other circuits

8.5.1 Switched-capacitor voltage comparator XE  "voltage comparator" 
Figure 8.28 is an example of a switched-capacitor voltage comparator similar to the one shown by Stotts et al. (1989). Included in that figure is a state table for the activation of the switches. This circuit is novel for its dual use of the operational amplifier; the closure of S5 during phases 1 and 3 utilizes the operational amplifier as a voltage follower to maintain a virtual ground at its inverting input. Switch S5 opens during phases 2 and 4, allowing the operational amplifier to operate in an open-loop configuration. 
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Figure 8.28  Switched-capacitor voltage comparator. The switches and flip-flop clock signals cycle through a pattern of four states; the table above indicates which switches are closed and which flip-flop clock signals are active during which states. If the input signal is more negative than the negative threshold given in Eq. (8.20), the /Q output of flip-flop F1 will be driven high during phase 1. If the input signal is more positive than the threshold given in Eq. (8.21), the Q output of flip-flop F2 will be driven positive during phase 3.


During phase 1, capacitor C2 is charged to Vdd and C1 is charged to Vs, the signal voltage from the output of the switched-capacitor bandpass filter. During phase 2, C2 is switched from Vdd to Vref and C1 is switched from Vs to ground; the voltage at the inverting input of the operational amplifier becomes:


 EMBED "Equation" \* mergeformat  

                               (8.19)

where Va is the voltage at the inverting input of the comparator and Vs is the signal voltage at the bandpass filter output. Flip-flop F1 is clocked during phase 1, and its /Q output will be driven high if the output of the comparator is low. This occurs if Va > 0, which requires that:
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                                        (8.20)

Capacitors C1 and C2 are charged in phase 2 as they were in phase 0 with the exception that C2 is initially charged to Vref instead of Vdd. The output of the voltage comparator will go high during phase 3 if:
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                                        (8.21)

Flip-flop F2 is clocked by Clk A during phase 3; the Q output of F2 will be driven high if the bandpass filter output voltage is greater than threshold given in Eq. (8.21). This circuit is especially noteworthy for its low power consumption (it does not use a wasteful resistive voltage divider to set its sensing thresholds and makes very efficient use of the operational amplifier as both a linear amplifier and as a voltage comparator.  

8.5.2 Bipolar/unipolar sensing/pacing circuit XE  "sensing/pacing circuit" 
Figure 8.29 shows circuits which are used to select either bipolar or unipolar sensing or stimulation and to permit such selection to be made automatically. The table in Figure 8.29 describes what combination of switch FETs Q1–Q3 is used for each pacing and sensing mode. FET Q4 is activated briefly after a stimulus pulse to permit rapid repolarization of the electrode and discharging of the capacitor which couples the pacing stimulus to the lead.

8.5.3 Voltage reference XE  "Voltage reference" 
The switched-capacitor voltage comparator of Figure 8.28 requires a reference voltage which operates at a fixed displacement from the Vdd supply (see Eqs. (8.20) and (8.21)). Figure 8.30 shows such a voltage reference. This circuit utilizes a differential pair of silicon-gate p-channel MOSFETs, Q1 and Q2, whose gate-to-substrate electrostatic potentials are made to be different by differential doping of the polysilicon gates. The gate of Q1 is p+ polysilicon, while that of Q2 is n+ polysilicon; the difference in gate dopants causes a displacement in the threshold voltages of the two FETs which is approximately equal to the silicon bandgap voltage. The drain currents of Q1 and Q2 in weak inversion are given by:
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in which VT is the threshold voltage of Q1; VG1 and VG2 are the gate-to-source voltages of Q1 and Q2, respectively; W1 and L1 are the channel width and gate length of Q1; W2 and L2 are the channel width and gate length of Q2; and VBG is the bandgap voltage of silicon (1.11 V @ 300 K). Other parameters of Eq. (8.22) were previously defined (see Eq. (8.3)). If we compare Eq. (8.22) with Eq. (8.3), we will note the introduction of negative exponents in Eq. (8.22); this sign change accounts for the fact that p-channel devices Q1 and Q2 show increasing drain currents with increasing negative gate-to-source voltages. The current mirror formed by Q3 and Q4 forces the drain currents of Q1 and Q2 to be equal; by equating the two relations in Eq. (8.22), we have: 
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Figure 8.29  Circuit permitting multiple sensing/pacing modes. This particular embodiment considered the battery positive terminal to be the reference potential of the pacemaker (Barreras and Martucci, 1985) .

Temperature compensation of Vref can be obtained by proper choice of the width-to-length ratios of the differential-pair transistors. Tsividis and Antognetti (1985) describe a similar circuit that generates a reference voltage relative to ground; they cite a temperature coefficient of ± 30 ppm/˚C with an unadjusted accuracy of ± 50 mV for their device. Circuits like that of Figure 8.30 can be used to generate reference voltages while drawing operating currents in the range of tens of nanoamperes. 
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Figure 8.30  Micropower voltage reference circuit whose output voltage is at a fixed displacement from the positive power-supply voltage.

The circuit of Figure 8.30 develops a reference voltage by exploiting known differences in the drain current vs. gate-to-source voltage characteristics of two nonidentical FETs forced to operate as a differential pair and conducting identical drain currents. Other implementations are possible; Ong (1984), for example, describes a similar circuit which utilizes an enhancement-mode FET and a depletion-mode FET in the differential pair. 

8.5.4 Current reference XE  "Current reference" 
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Figure 8.31 Micropower current reference circuit. This circuit is capable of providing both sink and source currents.

Circuits previously described have often had current sources that were integral parts thereof. The circuit of Figure 8.31 shows how such current sources may be constructed. It depends upon the availability of a moderately-large resistance, which may be implemented in high sheet-resistivity polysilicon as described by Stone et al. (1984). Identical p-channel devices Q3 and Q4 cause the drain currents of asymmetric n-channel devices Q1 and Q2 to be equal. Assuming that Q1 and Q2 operate in weak inversion, we may write:


 EMBED "Equation" \* mergeformat  

                                   (8.24)

We also note that:
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By combining Eqs. (8.24) and Eq. (8.25), we find that the drain currents of Q1 and Q2 are given by:
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These are the drain currents of Q3 and Q4 as well; the drain current of Q5 may be used as a current source whose value is given by Eq. (8.26) if we assume that Q5 is identical. The drain current of Q6 may be similarly utilized as a current sink; this sink current will be described by Eq. (8.26) if Q6 is identical to Q3. Notice that the output currents of the circuit of Figure 8.31 are directly proportional to temperature. We recall from Eq. (8.4) that the transconductance of an FET operating in the weak-inversion regime is directly proportional to drain current and inversely proportional to temperature. The use of a current reference like that of Figure 8.31 to determine the operating currents of FETs operating in weak inversion can compensate their transconductances for variations in temperature. Very small reference currents may be generated with moderate values of RS. Assume that nkT/q is 54 mV and that the width-to-length ratios of both Q1 and Q2 are equal; a resistance of 75 kΩ will produce reference currents of 720 nA. This could be further reduced by increasing the width-to-length ratio of Q1 or reducing that of Q2.

8.6  Pacemakers and electromagnetic interference

The question of pacemaker response to interference from electric and electromagnetic sources is one of great interest to physicians, pacemaker designers, and patients alike. It is also an area of considerable confusion, part of which arises from nomenclature. The terms electromagnetic and interference used independently or in conjunction appear in multiple contexts. Furman (1982) uses the phrase electromagnetic interference XE  "electromagnetic interference"  to denote skeletal-muscle myopotentials; Belott et al. (1984) use it in the context of electrosurgery. Others use similar terminology to denote radio-frequency interference (Bossert and Dahme, 1988; Smith and Aasen, 1992). This section will follow the example of Hauser (1994) and Irnich (1984) in which the term interference is meant in its broadest sense, incorporating both endogenous (internal to the body) and exogenous (external to the body) sources of unwanted potentials to which the implanted pacemaker may be exposed. Exposure of pacemakers to potential sources of interference is unavoidable. Electrotechnology in various forms is widespread in industrialized society, and pacemaker implantation is common; Sowton (1982) estimated that one person in 800 in the United States and one person in 2000 in the United Kingdom had an implanted pacemaker, with implantation rates in other western European nations and in Canada being comparable to that in the US. Later figures give a worldwide total of 1.5 million implanted pacemakers, of which 700,000 were in the US (Smith and Aasen, 1992). 

8.6.1 Endogenous interference 

Myopotential inhibition of demand pacemakers implanted in the pectoral region has been recognized for some time as a significant problem; Vrints et al. (1981) summarize data from previous studies of the prevalence of inhibition of unipolar demand pacemakers by myopotentials, finding episodes of inhibition in as few as 11% to as many as 69% of cases surveyed. The authors then disclosed results of their own studies. One study consisted of 34 unipolar pacemaker patients and 11 bipolar pacemaker patients who were asked to perform simultaneous isometric contraction of both pectoral muscles by forcefully pressing the palms of the hands against each other. Evidence of interruption of pacing was provided by an external ECG. Unipolar pacemakers manifested inhibition in 15 cases; no cases of inhibition were found among the bipolar pacemakers. Symptoms of inhibition (dizziness or syncope) were reported by 3 subjects. The second study involved the subcutaneous implantation in the right pectoral region of 40 unipolar pacemakers that had been fitted with an insulating silicone rubber sheath that covered the entire surface of the pacemaker case except for a small window. This window was turned toward the subcutaneous side of the implant site, insulating the pacemaker case from direct contact with muscle. No cases of myopotential inhibition were found among those unipolar pacemakers fitted with the sheath. 


Irnich (1984) confirms the superiority of bipolar sensing to unipolar sensing insofar as rejection of myopotentials is concerned. Hauser (1994) states that bipolar sensing is the best technique for dealing with clinical cases of myopotential inhibition. The possibility of pectoral myopotential inhibition of a unipolar pacemaker can be reduced by implantation in a more medial site in the pectoral region; lateral implantation in the deltopectoral groove is associated with greater incidence of myopotential inhibition.


Irnich (1984) mentions myocardial repolarization and charging of the pacemaker output capacitor(s) as potential sources of endogenous interference but states that such occurrences imply a mismatch among sensitivity, frequency response, and refractory periods. 

8.6.2 Exogenous interference 

This category includes all types of extracorporeal signal sources, encompassing a broad range of methods for creating potentials which may interfere with pacemaker operation. Certain types of potential sources of interference are discussed below.

Low-frequency interference

The frequencies used in ac power transmission (50 Hz and 60 Hz) lie close to the ranges of frequencies characteristic of P and R waves (see section 8.1); it is natural that there be concern over the possibility that high voltage power transmission lines might cause interference with pacemakers. Butrous et al. (1982) described a series of experiments in which volunteer subjects fitted with Medtronic 5985 Spectrax unipolar pacemakers were exposed to 50 Hz electric fields with intensities of 20 kV/m, resulting in corporeal displacement currents of up to 300 µA. No inhibition nor other abnormal pacemaker responses were noted. A follow-up study of 35 unipolar demand pacemakers (representing 16 pacemaker models from 6 different manufacturers) gave different results (Butrous et al., 1983). No noticeable effects were seen in 11 units; 18 units reverted to asynchronous mode. The remainder manifested irregular or inappropriately slow pacing. The corporeal currents necessary to provoke reversion to asynchronous mode were found to range from 18.4 µA to 250 µA.


Kaye et al. (1988) found similar results by utilizing 50 Hz current injection into the bodies of 18 subjects with implanted unipolar VVI pacemakers. These pacemakers represented 12 models from 6 manufacturers; eleven pacemakers were implanted in a left prepectoral position and four were implanted in a right prepectoral position. The remaining three devices were implanted in the abdomen. Normal pacing was seen in all pacemakers at low values of corporeal current. Currents above a certain threshold caused inappropriate pacing, erratic sensing, and intermittent inhibition in most of the pacemakers used in this study; currents beyond a second (higher) threshold caused the susceptible pacemakers to revert to asynchronous mode. The three Medtronic units utilized in this study maintained normal pacing up to corporeal currents of 600 µA (the limit of the current-injection device); units produced by Telectronics were found to be the most susceptible.


Astridge et al. (1993) performed a similar study utilizing dual-chamber pacemakers with programmable lead configuration. Reversion to asynchronous mode with bipolar lead configurations occurred at relatively high currents (170 µA to 550 µA); the onset of malsensing and inappropriate function was found to be in the range of 80 µA to 500 µA. Unipolar sensing was much more susceptible to corporeal current; unipolar atrial sensing manifested the onset of malsensing at currents between 10 µA and 80 µA, while ventricular malsensing with inhibition was found to occur at 40 µA to 120 µA. No significant differences in susceptibility were found among models produced by Siemens Pacesetter, Intermedics, and Telectronics. Malsensing in bipolar mode was not observed in either of the two Medtronic models which were tested; one model showed no abnormalities in unipolar mode at the maximal current of 600 µA, while the other reverted from normal operation to asynchronous pacing at currents exceeding 120 µA.


Irnich (1984) describes mechanisms of magnetically-coupled interference. The area subtended by a unipolar pacemaker and its lead arranged in a semicircle is estimated at 570 cm2; a magnetic-field intensity of 21 µT (rms) at 50 Hz or 17.5 µT (rms) at 60 Hz normal to that semicircle would produce a potential of 1 mV peak to peak, a value Irnich takes to be the critical value at which malsensing may begin. These kinds of magnetic field intensities may be found in the vicinity of devices which draw large currents (such as arc welders and electric steel furnaces). Bipolar sensing should prove much less susceptible to magnetically-coupled interference.

Radio-frequency interference XE  "Radio-frequency interference" 
Early pacemakers were encapsulated in nonconductive epoxy resin and had few interference-rejection components; as a result, the literature of pacemaker electromagnetic interference was rich with reports of interference from sources such as microwave ovens (Olson, 1994b). Pacemakers of modern design are enclosed in sealed titanium cases which act as Faraday cages, leaving the lead system as the only means of entry for radio frequency signals. Effective capacitive bypassing of the leads to the case renders modern pacemakers remarkably impervious to radio-frequency interference. 


Radio-frequency interference may be generated by intentional sources (such as radio transmitters, electrosurgery and diathermy units, and microwave ovens) or by unintentional sources (such as electrical equipment which creates arcs in its operation). Microwave ovens are the source with which a typical pacemaker patient may be most likely to come into contact. Sowton (1982) reports that microwave ovens can occasionally affect pacemakers, especially in the event of a degraded door seal; O’Brien (1982) also names microwave ovens as potential sources of interference which would cause demand pacers to revert to asynchronous mode. Irnich (1984), however, reports experiments which showed that microwave ovens do not influence pacemakers by their microwave radiation even when running at full power with the door open (which is only possible if the door interlock has been defeated). Irnich states that the penetration depth of 2.45 GHz microwaves is only about 6 mm in the human body and that most of the energy is dissipated superficially. Hauser (1994) concurs with Irnich’s judgment concerning the lack of hazard posed by microwave ovens.


Smith and Aasen (1992) assessed the safety of pacemakers in the vicinity of high-powered short-wave and medium-wave broadcast transmitters. They state that effects of electromagnetic interference in pacemakers would not occur until the electric field intensity exceeded 200 V/m or until the magnetic field intensity exceeded 1 mT. This electric field intensity is found in only a few specific locations in a typical VOA (Voice of America) relay station (such as the transmission lines, short-wave and medium-wave transmitting antennas, and microwave and satellite-link transmitting antennas), and magnetic-field intensities greater than 1 mT might be found around some power transformers. One of the authors (Smith) had an implanted pacemaker and showed no adverse effects of her exposure to electromagnetic fields of two VOA relay stations.


Bossert and Dahme (1989) performed laboratory tests on 34 different types of cardiac pacemakers and found their radio-frequency interference susceptibility to vary considerably from manufacturer to manufacturer; they suggest simple circuit modifications which would decrease the susceptibility of pacemakers then available. These modifications include the shunting of pacemaker lead(s) to the case by suitable capacitors of at least 1 nF, a passive low-pass filter between the lead(s) and the sense amplifier input(s), and modification to permit lead-to-case potentials of 10 V to 20 V before clipping begins. The test waveform to which the pacemakers were subjected was pulsed AM in which a period of unmodulated carrier of 600 ms was followed by 100 ms of 100% sinusoidal amplitude modulation. A modulating frequency of 100 Hz was used. 


Hauser (1994) and Grant (1993) concur that little risk attends the use of Citizens’ Band or amateur-radio equipment by pacemaker patients. Hauser stated that both are “generally safe.” 

Medical electromagnetic sources

Belott et al. (1984) report cases of resetting of DDD pacemakers to backup mode by electrosurgery, including cases of pacemakers which were damaged by the procedure and which could not be restored to their original programmed settings. Grant (1993) outlines potential risks in electrosurgery in the pacemaker patient including the conduction of electrosurgery current through the pacemaker lead to the myocardium with the attendant risk of ventricular fibrillation; Sowton (1982) mentions that there have been reports of fatal episodes of ventricular fibrillation arising from electrosurgical procedures on pacemaker patients. Hayes (1993) describes the risks of electrosurgery as inhibition, reprogramming to backup mode, and possible circuit damage.


MRI equipment is a rather unique hazard in that the static magnetic field of the instrument is of sufficient strength to close the pacemaker reed switch. This would place the pacemaker in an asynchronous mode and remove one normal level of protection against unintentional reprogramming. Hayes (1993) cites animal tests in which it was found that certain pacemakers could be made to pace at the pulse repetition rate of the MRI equipment. Hayes also states that radio-frequency diathermy apparatus may produce circuit damage or inhibition of both unipolar and bipolar pacemakers and that electroshock therapy (electroconvulsive therapy) may cause inhibition or temporary reversion to asynchronous pacing; unintentional reprogramming may also be possible. Hauser (1994) places electroshock therapy among the unlikely sources of pacemaker interference. Sowton (1982), Hauser (1994), and Hayes (1993) cite potential risks of TENS (transcutaneous electrical nerve stimulation) devices. Hauser lists these risks as inhibition, reversion to asynchronous mode, and competitive pacing; Hayes also includes reprogramming as a potential risk but asserts that these effects from TENS apparatus are rare. Sowton simply recommends that pacemaker patients avoid the use of TENS apparatus altogether. There appears to be widespread agreement that cardioversion/defibrillation carries the risk of circuit damage (Hayes, 1993; Hauser, 1994).

Other interference sources

The hazards of other potential sources of electromagnetic interference with which the pacemaker patient may come into contact in the course of daily life appear to be minimal. Office equipment, light shop equipment, video games, and dental equipment are all listed as unlikely sources of interference by Hauser (1994), an assessment with which Hayes (1993) appears to agree, although Hayes does cite hazards of inhibition or reversion to asynchronous operation associated with arc welding and Grant (1993) stated that arc welding is contraindicated for pacemaker patients. Sowton (1982) advised that pacemaker patients avoid airport metal-detector equipment, Hauser, however, viewed such security devices as unlikely to cause interference. Hayes saw airport-security equipment as carrying the risk for one-beat inhibition while the passenger is traversing the security apparatus; Hayes also reported that this same risk of one-beat inhibition may occur with retail antitheft devices.
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8.8  Instructional objectives

8.1
List and explain the constraints which pacemaker applications impose on electronic design.

8.2
Explain the difficulties encountered in making continuous-time circuits with frequency responses suitable for cardiac-sensing applications.

8.3
Explain some of the difficulties encountered in utilizing MOS devices as linear-amplifier elements operating in weak inversion.

8.4
Derive Eq. (8.6) (capacitance multiplication).

8.5
List the advantages and disadvantages of switched-capacitor technology for cardiac-pacemaker applications.

8.6
Calculate the effective resistance of a 20-pF capacitor switched at a rate of 20 kHz.

8.7
Describe the operation of a noninverting lossless switched-capacitor integrator and derive its charge-balance equation.

8.8
Explain how parasitic-insensitive switched-capacitor topologies differ from those which are not parasitic-insensitive. Explain why parasitic-insensitive topologies are crucial to successful monolithic implementation of switched-capacitor filters.

8.9 
Explain whether or not the switched-capacitor circuits of Figure 8.21 would be suitable for monolithic implementation and explain why or why not 

8.10
Describe the operation of the switched-capacitor voltage comparator of Figure 8.23.

8.11
Describe the operation of the circuit of Figure 8.24 which permits both unipolar and bipolar sensing and pacing.

8.12
Explain why blanking circuits are necessary and how the blanking function is usually accomplished.
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